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#### Abstract

The Phasmatodea Population Evolution (PPE) algorithm, inspired by the evolution of the phasmatodea population, is a recently proposed meta-heuristic algorithm that has been applied to solve problems in engineering. Chaos theory has been increasingly applied to enhance the performance and convergence of meta-heuristic algorithms. In this paper, we introduce chaotic mapping into the PPE algorithm to propose a new algorithm, the Chaotic-based Phasmatodea Population Evolution (CPPE) algorithm. The chaotic map replaces the initialization population of the original PPE algorithm to enhance performance and convergence. We evaluate the effectiveness of the CPPE algorithm by testing it on 28 benchmark functions, using 12 different chaotic maps. The results demonstrate that CPPE outperforms PPE in terms of both performance and convergence speed. In the performance analysis, we found that the CPPE algorithm with the Tent map showed improvements of $8.9647 \%, 10.4633 \%$, and $14.6716 \%$, respectively, in the Final, Mean, and Standard metrics, compared to the original PPE algorithm. In terms of convergence, the CPPE algorithm with the Singer map showed an improvement of $65.1776 \%$ in the average change rate of fitness value, compared to the original PPE algorithm. Finally, we applied our CPPE to stock prediction. The results showed that the predicted curve was relatively consistent with the real curve.
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## 1. Introduction

The advancement of science and technology has led to the emergence of a multitude of meta-heuristic algorithms that address engineering problems across various fields [1,2]. These algorithms employ randomness and fall into the following two categories: trajectorybased meta-heuristics, which include well-known algorithms such as the Genetic Algorithm [3-6] and Differential Evolution [7]; and population-based meta-heuristics, such as Particle Swarm Optimization [8-10], the Whale Optimization Algorithm (WOA) [11-13], and the Butterfly Optimization Algorithm [14]. Meta-heuristic algorithms are particularly effective in avoiding local optima due to their random nature, which is also the most challenging aspect in their development.

In recent years, chaos theory has been increasingly applied to enhance the performance and convergence of meta-heuristic algorithms. Chaos theory deals with the randomness arising from deterministic systems and is extensively utilized in various fields, including meta-heuristics [15,16]. Several studies have combined chaos theory with meta-heuristics to enhance their performance, such as the following: Chaotic Particle Swarm Optimization [17], Chaotic Imperialist Competitive Algorithm [18], Chaotic Firefly Algorithm [19,20], Chaotic Bat Algorithm [21], Chaotic Genetic Algorithm [22], Chaotic Whale Optimization (CWO) Algorithm [23], Chaotic Dragonfly Algorithm [24], Chaotic Grasshopper Optimization (CGO) Algorithm [25], Chaotic Bird Swarm Algorithm [26], Chaotic Cloud Quantum

Bat Hybrid Optimization Algorithm [27], Chaotic Sparrow Search Algorithm [28], Chaotic GrayWolf Optimization Algorithm [29,30].

One of the more recent meta-heuristic algorithms is the Phasmatodea Population Evolution (PPE) algorithm [31,32], inspired by the evolution of phasmatodea populations. This population-based algorithm has strong convergence capabilities and a degree of local optima avoidance. In this study, we aimed to enhance the PPE algorithm's performance and convergence speed by combining it with chaos theory. We propose a new algorithm, the Chaotic-based Phasmatodea Population Evolution (CPPE) algorithm, which replaces the probabilistically-initialized population part of the original PPE with a chaotic map. Our main contributions are listed as follows:

- We combine chaos theory with the PPE algorithm for the first time to propose a new Chaotic-based PPE algorithm called CPPE.
- We select 12 different chaotic maps and 28 popular benchmark functions to evaluate the performance of the proposed CPPE algorithm. The experimental results demonstrate that the performance and convergence of CPPE are greatly enhanced.

The rest of the paper is organized as follows. We review related research on chaoticbased meta-heuristic algorithms and PPE algorithms in Section 2. Section 3 provides a detailed description of the CPPE algorithm. Experimental results are discussed in Section 4. Finally, Section 5 provides the conclusion.

## 2. Related Work

Previous studies have examined meta-heuristic algorithms that incorporate chaotic maps. In 2018, Kaur and Arora [23] proposed the CWO algorithm, which combines chaotic maps and the WOA. They utilized chaotic mapping to adjust the parameter $p$ in WOA, comparing the effectiveness of 10 different chaotic mappings. Tent mapping was found to significantly improve the performance of WOA. In a similar vein, Arora and Anand [25] proposed the CGO algorithm, adjusting the parameters, $c_{1}$ and $c_{2}$, of the Grasshopper Optimization Algorithm (GOA) using chaotic maps and comparing the effectiveness of 10 different chaotic maps. They found that the Circle map significantly improved the performance of GOA.

Altay and Alatas [26] proposed the Bird Swarm Algorithm with Chaotic Mapping (CMBSA) in 2019, using chaotic mapping to initialize the population in the Bird Swarm Algorithm (BSA). The experimental results showed that CMBSA outperformed BSA. In 2021, Zhang and Ding [28] proposed the Chaotic Sparrow Search Algorithm, utilizing Logistic mapping to initialize the population in the Sparrow Search Algorithm (SSA). Xu et al. [29] proposed the Chaotic GrayWolf Optimization algorithm, which incorporated Chaotic Local Search (CLS) to adjust the radius of the algorithm's local search in the GrayWolf Optimization (GWO) algorithm. Similarly, Hao and Sobhani [30] proposed the Adaptive Chaotic GrayWolf Optimization algorithm, initializing the population using Logistic mapping in the population initialization phase.

In 2022, Gezici and Livatyalı [33] proposed the Chaotic Harris Hawks Optimization ( CHHO ) algorithm, utilizing 10 different chaotic maps to adjust various variables in the Harris Hawks Optimization (HHO) algorithm. They found that CHHO outperformed HHO. Gharehchopogh et al. [34] proposed the Chaotic Quasi-oppositional Farmland Fertility Algorithm (CQFFA), utilizing the CLS mechanism to adjust the radius of the local search using a chaotic map. Experimental results showed that CQFFA performed better than the Farmland Fertility Algorithm. In 2023, Chen et al. [35] proposed the Chaotic Satin Bowerbird Optimization Algorithm (CSBOA), utilizing the Bernoulli shift map initialization algorithm to initialize the population. Naik [36] proposed the Chaotic Social Group Optimization (CSGO) algorithm, replacing the parameter $c$ in the Social Group Optimization (SGO) algorithm using a chaotic map. Experimental results showed that CSGO outperformed SGO.

In 2022, scholars primarily focused on improving and applying the PPE algorithm. Zhu et al. [37] proposed the Multigroup-based PPE algorithm with Multistrategy (MPPE),
which divided the population into multiple groups in the initialization stage and incorporated the step size factor of the flower pollen algorithm into the population growth model of some groups. Similarly, Zhuang et al. [38] proposed the Advanced PPE (APPE) algorithm in 2022, which removed population competition and partial evolutionary trend updates and added jumping mechanisms, history-based searches, and population closure moves.

## 3. Chaotic-Based Phasmatodea Population Evolution (CPPE) Algorithm

3.1. Phasmatodea Population Evolution (PPE) Algorithm

The PPE algorithm simulates the way the phasmatodea population evolves. Three stages primarily make up the algorithm. The first stage is the initialization stage, the second stage is the population update stage, and the third stage is the selection of the population evolution trend. Figure 1 shows the flowchart of the PPE algorithm. In order to explain the PPE algorithm and CPPE algorithms, we define some symbols in Table 1.


Figure 1. Flowchart of PPE algorithm.

Table 1. The symbols used in PPE and CPPE.

| Symbols | Interpretation of Symbols |
| :---: | :--- |
| $N p$ | The total population size |
| $d$ | The dimensionality |
| $x_{i}$ | $i$-th population |
| $p_{i}$ | The size of $x_{i}$ |
| $a_{i}$ | The growth rate of $x_{i}$ |
| $e_{i}$ | The evolution trend of $x_{i}$ |
| $f\left(x_{i}\right)$ | The fitness value of $x_{i}$ |
| $m$ | Mutation factor |
| $r a n d$ | A method to generate random numbers in the range $(0,1)$ |
| $s t$ | Impact factor |
| $U, L$ | The upper and lower bounds |
| Max_gen | Total iterations |
| $t$ | Current iteration count |
|  |  |

In the initialization phase, we need to randomly initialize a $N p \times d$ matrix $X, X=$ $\left[x_{1}, \ldots, x_{i}, \ldots, x_{N p}\right]$, where each element represents a population $x_{i}$, the dimension of each population is $d$, and there are a total of $N p$ populations. Each population $x_{i}$ has two attributes: (1) population size $p_{i}$. (2) growth rate $a_{i}$. The initial population size is $p_{i}=\frac{1}{N p}$, and the initial growth rate is $a_{i}=1.1$. To initialize, the population evolution trend $e_{i}$ is set to 0 . After calculating the fitness value, use gbest to present the current global optimal solution. In addition, set a $k \times d$ matrix $H, H=\left[x_{h 1}, \ldots, x_{h i}, \ldots, x_{h k}\right]$, and use $H$ to store the historical global optimal solution. The value $x_{h i}$ represents the $i$-th global optimal solution, the number being set to $k, k=\lfloor\log (N p)\rfloor+1$. Then, sort $H$ from largest to smallest. The role of $H$ is to guide the update of the surrounding populations.

In the population update phase, the $t$-th updated population is represented by $x_{i}^{t}$, and, then, the calculation formula of the $t+1$-th updated population is Equation (1).

$$
\begin{equation*}
x_{i}^{t+1}=x_{i}^{t}+e_{i} \tag{1}
\end{equation*}
$$

After the population is updated, the fitness value needs to be recalculated, and gbest and $H$ need to be updated.

Finally, the third stage is the selection of the population evolution trend. Three cases are involved in this stage. First, we use $f\left(x_{i}^{t}\right)$ to represent the fitness value of the $t$-th update, and, then, the fitness value of the $t+1$-th update is represented by $f\left(x_{i}^{t+1}\right)$. The first case is $f\left(x_{i}^{t+1}\right) \leq f\left(x_{i}^{t}\right)$. Use Equations (2) and (3) to update the $p_{i}$ and $e_{i}$ of the population.

$$
\begin{gather*}
p_{i}^{t+1}=a_{i}^{t+1} p_{i}^{t}\left(1-p_{i}^{t}\right)  \tag{2}\\
e_{i}^{t+1}=\left(1-p_{i}^{t+1}\right)\left[\left(x_{i, H}^{t}-x_{i}^{t}\right) \cdot c\right]+p_{i}^{t+1}\left(e_{i}^{t}+m\right) \tag{3}
\end{gather*}
$$

For Equation (3), $m$ is a mutation factor; $x_{i, H}^{t}$ is a historical optimal solution in $H$, and its fitness value is the closest to the fitness value of $x_{i}^{t}$ in $H$, that is, $f\left(x_{i, H}^{t}\right)-f\left(x_{i}^{t}\right)$ is the smallest; $c$ is the impact factor.The second case is $f\left(x_{i}^{t+1}\right)>f\left(x_{i}^{t}\right)$. However, there is a probability for the population to accept this update situation. We use the rand method and $p_{i}$ to make a probability judgment. If the number randomly generated by the rand method is less than $p_{i}$, we accept the worse situation and use Equation (2) to update $p_{i}$. The second formula for updating $e_{i}$ is Equation (4).

$$
\begin{equation*}
e_{i}^{t+1}=\operatorname{rand} \cdot\left(x_{i, H}^{t}-x_{i}^{t}\right)+s t \cdot B \tag{4}
\end{equation*}
$$

Among them, st is the impact factor, and $B$ is a randomly generated $1 \times d$ matrix that conforms to the standard normal distribution. The third case is the impact of competition
before the population. First, to calculate the distance between the $x_{i}$ and the $x_{j}$. If the distance is less than the defined threshold $G$, there is competition among populations. $G$ is calculated as Equation (5). At this time, use Equations (6) and (7) to update the $p_{i}$ and $e_{i}$ of the population.

$$
\begin{align*}
& G=0.1 \times(U-L) \frac{\text { Max_gen }+1-t}{M a x_{-} g e n}  \tag{5}\\
& p_{i}^{t+1}=p_{i}^{t}+a_{i}^{t} p_{i}^{t}\left(1-p_{i}^{t}-\frac{f\left(x_{j}^{t}\right)}{f\left(x_{i}^{t}\right)} p_{j}^{t}\right)  \tag{6}\\
& e_{i}^{t+1}=e_{i}^{t}+\frac{f\left(x_{j}^{t}\right)-f\left(x_{i}^{t}\right)}{f\left(x_{j}^{t}\right)}\left(x_{j}^{t}-x_{i}^{t}\right) \tag{7}
\end{align*}
$$

### 3.2. The Proposed CPPE Algorithm

Chaos is an unpredictable and random movement in a deterministic system. Given an initial value for a chaotic system, a chaotic sequence can be generated after chaotic mapping, which is random. This property can be used as an initialization method in the PPE algorithm to improve the convergence speed and the ability to find the global optimal solution. A random generator is used in the initialization phase in the standard PPE algorithm. Compared with the random generator, using chaotic maps to generate the initial population can make it more random and uniform.

The initialization of CPPE algorithm is described as follows.

- Initialize a matrix $Z$ with dimension $N p \times d$, where all elements are zero, that is,

$$
\mathrm{Z}=\left[\begin{array}{ccc}
z_{11} & \cdots & z_{1 d} \\
\vdots & \ddots & \vdots \\
z_{N p 1} & \cdots & z_{N p d}
\end{array}\right], z_{11}=\cdots=z_{N p d}=0 ;
$$

- Using the rand method to randomly generate a $1 \times d$ vector, and replace the vector in the first row of the matrix $Z$;
- Traversing the second to $N p$-th rows of the matrix $Z$, and using the chaotic map to generate $N p-1$ vectors, each of which is $1 \times d$;
- Traversing the first to $N p$-th rows of the matrix $Z$, and mapping each element to the $(L, U)$ interval. The mapping formula is Equation (8), where $z_{m n}$ represents an element in the matrix $Z$.

$$
\begin{equation*}
z_{m n}=L+(U-L) \times z_{m n} \tag{8}
\end{equation*}
$$

Other initialization content is the same as that in the PPE algorithm. After the initialization phase is completed, the algorithm enters the iterative phase, which includes the population update phase and the population evolution trend update phase.

The flowchart of the CPPE algorithm is shown in Figure 2.

1. Use the chaotic map to initialize the $N p \times d$ matrix, in which each element represents a population, and initialize the two attributes $p_{i}$ and $a_{i}$ of the population. Initialize the evolution trend $e_{i}$ is set 0 . Calculate the fitness value, and use gbest to represent the global optimal solution, and use $H$ to store $k$ historical global optimal solutions;
2. Entering the iterative process, update each population, recalculate the fitness value, and update gbest and $H$;
3. For the updated fitness value, if $f\left(x_{i}^{t+1}\right) \leq f\left(x_{i}^{t}\right)$, then update $p_{i}$ and use the first method to update $e_{i}$, if $f\left(x_{i}^{t+1}\right)>f\left(x_{i}^{t}\right)$, and, then, judge the first. The value generated by the rand method is compared with $p_{i}$. If it is less than $p_{i}$, the population size needs to be updated, otherwise it need not be updated. Then use the second method to update $e_{i}$;
4. Use the distance between $x_{i}$ and $x_{j}$ to compare with the threshold G. If it is less than $G$, this confirms that there is competition between the two populations, and the third method is used to update $e_{i}$;
5. Determine whether the maximum number of iterations has been achieved. If the maximum number of iterations is not reached, proceed to step 2 and repeat the process until the maximum number is attained.


Figure 2. Flowchart of CPPE algorithm.
According to the above description, the pseudo-code of the CPPE algorithm is shown in Algorithm 1. The code for the algorithm has been uploaded to the website (https: //github.com/Leon-paq/CPPE.git).

```
Algorithm 1: Pseudo-code of the CPPE algorithm.
    Initialize \(N p\) populations using a chaotic map;
    Initialize \(p_{i}=\frac{1}{N p}, a_{i}=1.1, e_{i}=0\);
    Initialize \(k=\lfloor\log (N p)\rfloor+1\);
    Calculate fitness \(f\left(x_{i}\right)\), set gbest and \(H\);
    for \(t=2\) to Max_gen do
        Update each population \(x_{i}\) using Equation (1);
        Calculate new fitness \(f\left(x_{i}\right)\), update gbest and \(H\);
        for \(i=1\) to \(N p\) do
            if \(f\left(x_{i}^{t+1}\right) \leq f\left(x_{i}^{t}\right)\) then
            Update \(p_{i}\) using Equation (2);
            Update \(e_{i}\) using Equation (3);
            end
            else
            if rand \(<p_{i}\) then
                    Update \(p_{i}\) using Equation (2);
            end
            Update \(e_{i}\) using Equation (4);
            end
            Calculate \(G\) using Equation (5);
            if \(\operatorname{dist}\left(x_{i}, x_{j}\right)<G\) then
                Update \(p_{i}\) using Equation (6);
            Update \(e_{i}\) using Equation (7);
            end
        end
    end
```


## 4. Experimental Results and Discussions

Three experiments were designed to verify the performance and convergence of the proposed CPPE algorithm. Specifically, these experiments aimed to compare the CPPE algorithm, which incorporates 12 different chaotic maps, with the unimproved PPE algorithm, in terms of performance and convergence. The 12 selected chaotic maps included the Logistic, Piecewise, Singer, Sine, Gauss, Tent, Bernoulli, Chebyshev, Circle, Cubic, Sinusoidal, and ICMIC maps. To facilitate comparisons between the CPPE algorithm and the unimproved PPE algorithm, the 12 different CPPE algorithms were labeled as CPP1 to CPPE12, as shown in Table 2.

Table 2. The notations of CPPE.

| Symbols | Explains |
| :--- | :--- |
| CPPE1 | PPE + Logistic map [39] |
| CPPE2 | PPE + Piecewise map [40] |
| CPPE3 | PPE + Singer map [41] |
| CPPE4 | PPE + Sine map [42] |
| CPPE5 | PPE + Gauss map [19] |
| CPPE6 | PPE + Tent map [43] |
| CPPE7 | PPE + Bernoulli map [44] |
| CPPE8 | PPE + Chebyshev map [45] |
| CPPE9 | PPE + Circle map [23] |
| CPPE10 | PPE + Cubic map [46] |
| CPPE11 | PPE + Sinusoidal map [47] |
| CPPE12 | PPE + ICMIC map [48] |

### 4.1. Benchmark Functions and Experimental Environments

For our experiment, we chose to utilize 28 benchmark functions from the widely-used CEC13 dataset [49]. These functions are commonly utilized for evaluating the efficacy of various algorithms. The CEC13 dataset is comprised of three types of benchmark functions: unimodal functions, basic multimedia functions, and composition functions. The mathematical expressions and attributes of these functions are presented in Table 3. Unimodal functions are represented by $f_{1}$ to $f_{5}$, basic multimedia functions are represented by $f_{6}$ to $f_{20}$, and composition functions are represented by $f_{21}$ to $f_{28}$. The dimension of each function calculation is provided under the "Dimension" column, and the optimal value of each function is provided under the "Optimal" column.

Table 3. The twenty-eight benchmark functions used in this study.

| Benchmark Function | Dimension | Optimal |
| :---: | :---: | :---: |
| $f_{1}(x)=\sum_{i=1}^{n} x_{i}^{2}$ | 10 | 0 |
| $f_{2}(x)=\sum_{i=1}^{n}\left(10^{6}\right)^{\frac{i-1}{n-1}} x_{i}^{2}$ | 2 | 0 |
| $f_{3}(x)=x_{i}^{2}+10^{6} \sum_{i=2}^{n} x_{i}^{2}$ | 2 | 0 |
| $f_{4}(x)=10^{6} x_{i}^{2}+\sum_{i=2}^{n} x_{i}^{2}$ | 2 | 0 |
| $f_{5}(x)=\sqrt{\sum_{i=2}^{n}\left\|x_{i}\right\|^{2+4 \frac{i-1}{n-1}}}$ | 5 | 0 |
| $f_{6}(x)=\sum_{i=1}^{n-1}\left(100\left(x_{i}^{2}-x_{i+1}\right)^{2}+\left(x_{i}-1\right)^{2}\right)$ | 5 | 0 |
| $f_{7}(x)=\left(\frac{1}{n-1} \sum_{i=1}^{n-1}\left(\sqrt{x_{i}}+\sqrt{x_{i}} \sin ^{2}\left(50 x_{i}^{0.2}\right)\right)\right)^{2}$ | 5 | 0 |
| $f_{8}(x)=-20 \exp \left(-0.2 \sqrt{\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}}\right)-\exp \left(\frac{1}{n} \sum_{i=1}^{n} \cos \left(2 \pi x_{i}\right)\right)+20+e$ | 2 | 0 |
| $f_{9}(x)=\sum_{i=1}^{n}\left(\sum_{k=0}^{k \max }\left[a^{k} \cos \left(2 \pi b^{k}\left(x_{i}+0.5\right)\right)\right]\right)-n \sum_{k=0}^{k \max }\left[a^{k} \cos \left(2 \pi b^{k} \cdot 0.5\right)\right]$ | 10 | 0 |
| $f_{10}(x)=\sum_{i=1}^{n} \frac{x_{i}^{2}}{4000}-\prod_{i=1}^{n} \cos \left(\frac{x_{i}}{\sqrt{i}}\right)+1$ | 10 | 0 |
| $f_{11}(x)=\sum_{i=1}^{n}\left(z_{i}^{2}-10 \cos \left(2 \pi z_{i}\right)+10\right), z=\Lambda^{10} T_{a s y}^{0.2}\left(T_{o s z}\left(\frac{5.12(x-o)}{100}\right)\right)$ | 5 | 0 |
| $f_{12}(x)=\sum_{i=1}^{n}\left(z_{i}^{2}-10 \cos \left(2 \pi z_{i}\right)+10\right), z=M_{1} \Lambda^{10} M_{2} T_{\text {asy }}^{0.2}\left(T_{o s z}\left(M_{1} \frac{5.12(x-o)}{100}\right)\right)$ | 5 | 0 |
| $f_{13}(x)=\sum_{i=1}^{n}\left(z_{i}^{2}-10 \cos \left(2 \pi z_{i}\right)+10\right), z=M_{1} \Lambda^{10} M_{2} T_{a s y}^{0.2}\left(T_{o s z}(y)\right)$ | 5 | 0 |
| $f_{14}(x)=418.9829 \times n-\sum_{i=1}^{n} g(z), z=\Lambda^{10}\left(\frac{1000(x-o)}{100}\right)+4.209687462275036 e+002$ | 2 | 0 |
| $f_{15}(x)=418.9829 \times n-\sum_{i=1}^{n} g(z), z=\Lambda^{10} M_{1}\left(\frac{1000(x-o)}{100}\right)+4.209687462275036 e+002$ | 2 | 0 |
| $f_{16}(x)=\frac{10}{n^{2}} \prod_{i=1}^{n}\left(1+i \sum_{j=1}^{32} \frac{\left\|2^{j} x_{i}-\operatorname{round}\left(2^{j} x_{i}\right)\right\|}{2^{j}}\right)^{\frac{10}{n^{1.2}}}-\frac{10}{n^{2}}$ | 10 | 0 |
| $f_{17}(x)=\min \left(\sum_{i=1}^{n}\left(\overparen{x_{i}}-\mu_{0}\right)^{2}, d n+s \sum_{i=1}^{n}\left(\overparen{x_{i}}-\mu_{1}\right)^{2}\right)+10\left(n-\sum_{i=1}^{n} \cos \left(2 \pi \overparen{z_{i}}\right)\right), z=\Lambda^{100}\left(\overparen{x}-\mu_{0}\right)$ | 5 | 0 |
| $f_{18}(x)=\min \left(\sum_{i=1}^{n}\left(\overparen{x_{i}}-\mu_{0}\right)^{2}, d n+s \sum_{i=1}^{n}\left(\overparen{x_{i}}-\mu_{1}\right)^{2}\right)+10\left(n-\sum_{i=1}^{n} \cos \left(2 \pi \overparen{z_{i}}\right)\right), z=M_{2} \Lambda^{100}\left(M_{1} \overparen{x}-\mu_{0}\right)$ | 5 | 0 |
| $\begin{array}{r} f_{19}(x)=g_{1}\left(g_{2}\left(x_{1}, x_{2}\right)\right)+g_{1}\left(g_{2}\left(x_{2}, x_{3}\right)\right)+\ldots+g_{1}\left(g_{2}\left(x_{n}, x_{1}\right)\right), \\ g_{1}(x)=\sum_{i=1}^{n} \frac{x_{i}^{2}}{4000}-\prod_{i=1}^{n} \cos \left(\frac{x_{i}}{\sqrt{i}}\right)+1, \end{array}$ | 10 | 0 |
| $g_{2}(x)=\sum_{i=1}^{n-1}\left(100\left(x_{i}^{2}-x_{i+1}\right)^{2}+\left(x_{i}-1\right)^{2}\right)$ |  |  |
| $f_{20}(x)=g\left(x_{1}, x_{2}\right)+g\left(x_{2}, x_{3}\right)+\ldots+g\left(x_{n}, x_{1}\right), g(x, y)=0.5+\frac{\left(\sin ^{2}\left(\sqrt{x^{2}+y^{2}}\right)-0.5\right)}{\left(1+0.001\left(x^{2}+y^{2}\right)\right)^{2}}$ | 10 | 0 |

Table 3. Cont.

| Benchmark Function | Dimension | Optimal |
| :--- | :--- | :--- |
| $f_{21}(x)=\sum_{i=1}^{n}\left\{\omega_{i}^{*}\left[\lambda_{i} g_{i}(x)+\right.\right.$ bias $\left.\left._{i}\right]\right\}, g_{1}=f_{6}, g_{2}=f_{5}, g_{3}=f_{3}, g_{4}=f_{4}, g_{5}=f_{1}$ | 2 | 0 |
| $f_{22}(x)=\sum_{i=1}^{n}\left\{\omega_{i}^{*}\left[\lambda_{i} g_{i}(x)+\right.\right.$ bias $\left.\left._{i}\right]\right\}, g_{1-3}=f_{14}$ | 2 | 0 |
| $f_{23}(x)=\sum_{i=1}^{n}\left\{\omega_{i}^{*}\left[\lambda_{i} g_{i}(x)+\right.\right.$ bias $\left.\left._{i}\right]\right\}, g_{1-3}=f_{15}$ | 2 | 0 |
| $f_{24}(x)=\sum_{i=1}^{n}\left\{\omega_{i}^{*}\left[\lambda_{i} g_{i}(x)+\right.\right.$ bias $\left.\left._{i}\right]\right\}, g_{1}=f_{15}, g_{2}=f_{12}, g_{3}=f_{9}, \sigma=[20,20,20]$ | 2 | 0 |
| $f_{25}(x)=\sum_{i=1}^{n}\left\{\omega_{i}^{*}\left[\lambda_{i} g_{i}(x)+\right.\right.$ bias $\left.\left._{i}\right]\right\}, g_{1}=f_{15}, g_{2}=f_{12}, g_{3}=f_{9}, \sigma=[10,30,50]$ | 2 | 0 |
| $f_{26}(x)=\sum_{i=1}^{n}\left\{\omega_{i}^{*}\left[\lambda_{i} g_{i}(x)+\right.\right.$ bias $\left.\left._{i}\right]\right\}, g_{1}=f_{15}, g_{2}=f_{12}, g_{3}=f_{2}, g_{4}=f_{9}, g_{5}=f_{10}$ | 2 | 0 |
| $f_{27}(x)=\sum_{i=1}^{n}\left\{\omega_{i}^{*}\left[\lambda_{i} g_{i}(x)+\right.\right.$ bias $\left.\left._{i}\right]\right\}, g_{1}=f_{10}, g_{2}=f_{12}, g_{3}=f_{15}, g_{4}=f_{9}, g_{5}=f_{1}$ | 2 | 0 |
| $f_{28}(x)=\sum_{i=1}^{n}\left\{\omega_{i}^{*}\left[\lambda_{i} g_{i}(x)+\right.\right.$ bias $\left.\left._{i}\right]\right\}, g_{1}=f_{19}, g_{2}=f_{7}, g_{3}=f_{15}, g_{4}=f_{2} 0, g_{5}=f_{1}$ | 2 |  |

The experiment was conducted on a Windows 11 laptop, which had an AMD Ryzen 7 5800 H CPU with a clock speed of 3.20 GHz and 16 GB of running memory. The experiment was implemented using MATLAB R2022b.

### 4.2. Performance Comparison between PPE and CPPEs

Before commencing the experiment, several parameters needed to be configured, as presented in Table 4. The "Population_Number" denotes the population counts for the CPPE algorithm and was set to 100 for this experiment. The maximum iteration count for the CPPE algorithm is denoted by the "Max_Gen" variable and was set to 100 for this experiment. In this experiment, the CPPE algorithm was run 50 times, as indicated by the "Run_Nums" variable.

Table 4. Parameters setting for performance experiments.

| Parameters | Values |
| :--- | :--- |
| Population_Number | 100 |
| Max_Gen | 100 |
| Run_Nums | 50 |

We ran PPE and CPPE1 to CPPE12 on 28 benchmark functions 50 times and recorded the respective results. We used the three criteria, Final, Mean and Standard, to compare algorithmic performance. Final represents the final optimal value of the algorithm, that is, the minimum result of running the algorithm 50 times. Mean is the average outcome of executing the algorithm 50 times and represents the method's average optimal value. Standard stands for the algorithm's total standard deviation, and the algorithm's degree of dispersion, after 50 iterations.

We displayed the results after running the experiment 50 times in a tabular form, as shown in Table 5. Where $f_{1-28}$ represents the 28 benchmark functions, the first column represents different algorithms, and the second to fourth columns represent three comparison standards. We have put the data pertaining to results better than the PPE algorithm in bold in the table to improve the readability for readers. In addition, we made statistics on 28 benchmark functions in the experiment, and the number of CPPE superior to PPE is shown in Figure 3 and Table 6. In Figure 3, the horizontal coordinates indicate the different CPPE algorithms and the vertical coordinates indicate the number of times CPPE outperformed PPE on Final, Mean, and Std matrices. The data in the figure shows the number of times CPPE was superior to PPE on the 28 benchmark functions. The detailed benchmark functions are shown in Table 7.

Table 5. The experimental results of the 50 PPE and CPPE on 28 benchmark functions.

| $f_{1}$ | Final | Mean | Std | $f_{2}$ | Final | Mean | Std | $f_{3}$ | Final | Mean | Std |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PPE | $9.99 \mathrm{E}-02$ | 3.89E-01 | $2.94 \mathrm{E}-01$ | PPE | $2.33 \mathrm{E}-02$ | $5.66 \mathrm{E}+01$ | $1.11 \mathrm{E}+02$ | PPE | 5.88E-03 | $4.08 \mathrm{E}+00$ | $1.29 \mathrm{E}+01$ |
| CPPE1 | 5.18E-02 | $2.64 \mathrm{E}-01$ | $1.43 \mathrm{E}-01$ | CPPE1 | $1.26 \mathrm{E}-02$ | $1.68 \mathrm{E}+02$ | $3.28 \mathrm{E}+02$ | CPPE1 | $3.05 \mathrm{E}-03$ | $2.69 \mathrm{E}+00$ | $5.81 \mathrm{E}+00$ |
| CPPE2 | $6.39 \mathrm{E}-02$ | $3.29 \mathrm{E}-01$ | $2.40 \mathrm{E}-01$ | CPPE2 | $3.10 \mathrm{E}-02$ | $1.11 \mathrm{E}+02$ | $2.08 \mathrm{E}+02$ | CPPE2 | $1.78 \mathrm{E}-02$ | $2.95 \mathrm{E}+00$ | $4.41 \mathrm{E}+00$ |
| CPPE3 | $6.39 \mathrm{E}-02$ | $7.41 \mathrm{E}-01$ | $3.97 \mathrm{E}-01$ | CPPE3 | $3.10 \mathrm{E}-02$ | $3.47 \mathrm{E}+02$ | $5.46 \mathrm{E}+02$ | CPPE3 | $1.78 \mathrm{E}-02$ | $1.36 \mathrm{E}+00$ | $2.61 \mathrm{E}+00$ |
| CPPE4 | $4.41 \mathrm{E}-02$ | $3.36 \mathrm{E}-01$ | $2.05 \mathrm{E}-01$ | CPPE4 | $5.47 \mathrm{E}-03$ | $1.17 \mathrm{E}+02$ | $2.76 \mathrm{E}+02$ | CPPE4 | $1.10 \mathrm{E}-02$ | $4.52 \mathrm{E}+00$ | $7.25 \mathrm{E}+00$ |
| CPPE5 | $9.47 \mathrm{E}-02$ | 3.63E-01 | 1.98E-01 | CPPE5 | 1.15E-02 | $1.41 \mathrm{E}+02$ | $2.55 \mathrm{E}+02$ | CPPE5 | $2.30 \mathrm{E}-03$ | $3.50 \mathrm{E}+00$ | $6.33 \mathrm{E}+00$ |
| CPPE6 | $2.69 \mathrm{E}-02$ | $3.38 \mathrm{E}-01$ | $2.01 \mathrm{E}-01$ | 6 | $6.13 \mathrm{E}-02$ | $9.08 \mathrm{E}+01$ | $2.35 \mathrm{E}+02$ | 6 | $5.43 \mathrm{E}-03$ | $2.93 \mathrm{E}+00$ | $6.14 \mathrm{E}+00$ |
| CPPE7 | $5.00 \mathrm{E}-02$ | 3.99E-01 | $2.36 \mathrm{E}-01$ | CPPE7 | $4.03 \mathrm{E}-03$ | 7.59E+01 | $1.33 \mathrm{E}+02$ | CPPE7 | $1.61 \mathrm{E}-02$ | $3.66 \mathrm{E}+00$ | $6.01 \mathrm{E}+00$ |
| CPPE8 | $9.46 \mathrm{E}-02$ | $3.90 \mathrm{E}-01$ | $2.36 \mathrm{E}-01$ | CPPE8 | $4.60 \mathrm{E}-03$ | $6.86 \mathrm{E}+01$ | $1.19 \mathrm{E}+02$ | CPPE8 | $4.52 \mathrm{E}-04$ | $4.61 \mathrm{E}+00$ | $9.50 \mathrm{E}+00$ |
| CPP | 5.95E-02 | $4.37 \mathrm{E}-01$ | $2.49 \mathrm{E}-01$ | CPPE9 | $1.83 \mathrm{E}-02$ | $2.53 \mathrm{E}+01$ | $5.59 \mathrm{E}+01$ | CP | $1.36 \mathrm{E}-03$ | $3.07 \mathrm{E}+00$ | $1.18 \mathrm{E}+01$ |
| CPPE10 | 4.74E-02 | $3.89 \mathrm{E}-01$ | $2.08 \mathrm{E}-01$ | CPPE10 | $2.24 \mathrm{E}-02$ | $7.64 \mathrm{E}+01$ | $1.56 \mathrm{E}+02$ | CPPE10 | $4.93 \mathrm{E}-03$ | $2.11 \mathrm{E}+00$ | $3.52 \mathrm{E}+00$ |
| CPPE11 | $5.80 \mathrm{E}-02$ | $3.29 \mathrm{E}-01$ | $2.13 \mathrm{E}-01$ | CPPE11 | 8.68E-02 | $1.64 \mathrm{E}+02$ | $3.00 \mathrm{E}+02$ | CPPE11 | $6.02 \mathrm{E}-03$ | $4.75 \mathrm{E}+00$ | $1.37 \mathrm{E}+01$ |
| C | $2.87 \mathrm{E}-02$ | 3.9 | 2.34 | CPPE12 | 2.95E-02 | $6.63 \mathrm{E}+01$ | $1.11 \mathrm{E}+02$ | CPPE12 | 4. | 0 | $2.49 \mathrm{E}+0$ |
| $f_{4}$ | Fina | Mean | Std | $f_{5}$ | Final | Mea | Std | $f_{6}$ | inal | Mean | Std |
| PPE | $4.44 \mathrm{E}-03$ | $7.66 \mathrm{E}+01$ | $2.44 \mathrm{E}+02$ | PPE | 10E-04 | $3.00 \mathrm{E}-03$ | $3.39 \mathrm{E}-03$ | PPE | $3.22 \mathrm{E}-04$ | $1.11 \mathrm{E}+00$ | $1.77 \mathrm{E}+00$ |
| CPPE1 | $1.69 \mathrm{E}-02$ | $9.47 \mathrm{E}+01$ | $1.63 \mathrm{E}+02$ | C | $5.20 \mathrm{E}-05$ | 2. | $2.96 \mathrm{E}-03$ | CP | 5. | $1.14 \mathrm{E}+00$ | $1.75 \mathrm{E}+00$ |
| CPPE2 | $2.36 \mathrm{E}-02$ | 8.54 E | $2.09 \mathrm{E}+02$ | CP | $5.47 \mathrm{E}-05$ | $3.80 \mathrm{E}-03$ | 5.20 | CP | $4.17 \mathrm{E}-05$ | $7.00 \mathrm{E}-01$ | $1.40 \mathrm{E}+00$ |
| CPPE3 | $2.36 \mathrm{E}-02$ | $7.23 \mathrm{E}+01$ | $1.90 \mathrm{E}+02$ | CPPE3 | 5.47E-05 | $2.27 \mathrm{E}-02$ | $2.85 \mathrm{E}-02$ | CPPE3 | $4.17 \mathrm{E}-05$ | $4.10 \mathrm{E}+00$ | $1.19 \mathrm{E}+00$ |
| CPPE4 | $1.83 \mathrm{E}-02$ | $1.43 \mathrm{E}+02$ | $2.39 \mathrm{E}+02$ | CPPE4 | 7.80E-04 | $5.00 \mathrm{E}-03$ | $5.74 \mathrm{E}-03$ | CPPE4 | $6.81 \mathrm{E}-06$ | $7.04 \mathrm{E}-01$ | $1.39 \mathrm{E}+00$ |
| CPPE5 | $9.05 \mathrm{E}-04$ | $6.24 \mathrm{E}+01$ | $1.85 \mathrm{E}+02$ | CPPE5 | $3.20 \mathrm{E}-04$ | $5.07 \mathrm{E}-03$ | $7.87 \mathrm{E}-03$ | CPPE5 | $3.02 \mathrm{E}-05$ | $8.88 \mathrm{E}-01$ | $1.58 \mathrm{E}+00$ |
| CPPE6 | $1.65 \mathrm{E}-02$ | $1.82 \mathrm{E}+02$ | $3.43 \mathrm{E}+02$ | CPPE6 | $1.53 \mathrm{E}-04$ | $3.24 \mathrm{E}-03$ | $2.58 \mathrm{E}-03$ | CPPE6 | $5.39 \mathrm{E}-04$ | $9.89 \mathrm{E}-01$ | $1.64 \mathrm{E}+00$ |
| CPPE7 | $3.93 \mathrm{E}-02$ | $8.55 \mathrm{E}+01$ | $1.95 \mathrm{E}+02$ | CPPE7 | $1.91 \mathrm{E}-04$ | 3.38E-03 | $3.38 \mathrm{E}-03$ | CPPE7 | $1.34 \mathrm{E}-04$ | $5.88 \mathrm{E}-01$ | $1.26 \mathrm{E}+00$ |
| CPPE8 | $1.45 \mathrm{E}-01$ | $1.40 \mathrm{E}+02$ | $2.65 \mathrm{E}+02$ | CPPE8 | $3.35 \mathrm{E}-04$ | $4.99 \mathrm{E}-03$ | $5.54 \mathrm{E}-03$ | CPPE8 | $2.02 \mathrm{E}-03$ | $2.88 \mathrm{E}+00$ | $1.93 \mathrm{E}+00$ |
| CPPE9 | $3.82 \mathrm{E}-03$ | $2.43 \mathrm{E}+01$ | $5.28 \mathrm{E}+01$ | CPPE9 | $5.43 \mathrm{E}-04$ | $4.30 \mathrm{E}-03$ | $3.35 \mathrm{E}-03$ | CPPE9 | $2.04 \mathrm{E}-02$ | $3.48 \mathrm{E}-01$ | $6.07 \mathrm{E}-01$ |
| CPPE10 | $4.69 \mathrm{E}-02$ | $9.29 \mathrm{E}+01$ | $2.20 \mathrm{E}+02$ | CPPE10 | $2.96 \mathrm{E}-04$ | 7.14E-03 | $7.37 \mathrm{E}-03$ | CPPE10 | $1.31 \mathrm{E}-03$ | $3.56 \mathrm{E}+00$ | $1.59 \mathrm{E}+00$ |
| CPPE11 | $1.27 \mathrm{E}-01$ | $1.65 \mathrm{E}+02$ | $2.61 \mathrm{E}+02$ | CPPE11 | $1.44 \mathrm{E}-04$ | $4.44 \mathrm{E}-03$ | $5.40 \mathrm{E}-03$ | CPPE11 | $3.02 \mathrm{E}-05$ | $1.04 \mathrm{E}+00$ | $1.68 \mathrm{E}+00$ |
| CPPE12 | $3.53 \mathrm{E}-04$ | $8.67 \mathrm{E}+01$ | $1.88 \mathrm{E}+02$ | CPPE12 | 4.42E-04 | 7.36E-03 | $9.66 \mathrm{E}-03$ | CPPE12 | $2.19 \mathrm{E}-03$ | $2.86 \mathrm{E}+00$ | $1.97 \mathrm{E}+00$ |
| $f_{7}$ | Fin | Mean | Std | $f_{8}$ | Final | Mea | Std | $f_{9}$ | inal | Mean | Std |
| E | $3.15 \mathrm{E}-02$ | 7.70 | $1.23 \mathrm{E}+00$ | PPE |  | $1.61 \mathrm{E}-03$ | . | PE | $2.59 \mathrm{E}+00$ | $5.21 \mathrm{E}+00$ | $1.27 \mathrm{E}+00$ |
| CPPE1 | $3.61 \mathrm{E}-02$ | $7.08 \mathrm{E}-01$ | 1.17E+00 | CPPE1 | $5.00 \mathrm{E}-05$ | $6.37 \mathrm{E}-04$ | $6.79 \mathrm{E}-04$ | CPPE1 | $1.98 \mathrm{E}+00$ | $5.62 \mathrm{E}+00$ | $1.22 \mathrm{E}+00$ |
| CPPE2 | $2.70 \mathrm{E}-02$ | $8.54 \mathrm{E}-01$ | $1.63 \mathrm{E}+00$ | CPPE2 | $4.44 \mathrm{E}-05$ | $4.20 \mathrm{E}-04$ | $3.07 \mathrm{E}-04$ | CPPE2 | $2.53 \mathrm{E}+00$ | $5.26 \mathrm{E}+00$ | $1.25 \mathrm{E}+00$ |
| CPPE3 | $2.70 \mathrm{E}-02$ | $1.04 \mathrm{E}+00$ | $1.36 \mathrm{E}+00$ | CPPE3 | $4.44 \mathrm{E}-05$ | $2.06 \mathrm{E}+00$ | $6.03 \mathrm{E}+00$ | CPPE3 | $2.53 \mathrm{E}+00$ | $5.70 \mathrm{E}+00$ | $1.74 \mathrm{E}+00$ |
| CPPE4 | $2.93 \mathrm{E}-02$ | $1.06 \mathrm{E}+00$ | $2.30 \mathrm{E}+00$ | CPPE4 | $3.75 \mathrm{E}-05$ | 4.17E-04 | $2.88 \mathrm{E}-04$ | CPPE4 | $2.61 \mathrm{E}+00$ | $5.22 \mathrm{E}+00$ | $1.20 \mathrm{E}+00$ |
| CPPE5 | $2.40 \mathrm{E}-02$ | $1.06 \mathrm{E}+00$ | $2.11 \mathrm{E}+00$ | CPPE5 | $3.42 \mathrm{E}-05$ | $3.69 \mathrm{E}-04$ | $3.63 \mathrm{E}-04$ | CPPE5 | $2.95 \mathrm{E}+00$ | $5.57 \mathrm{E}+00$ | $1.24 \mathrm{E}+00$ |
| CPPE6 | $1.08 \mathrm{E}-02$ | $5.14 \mathrm{E}-01$ | $1.16 \mathrm{E}+00$ | CPPE6 | $5.51 \mathrm{E}-05$ | 4.14E-04 | $3.55 \mathrm{E}-04$ | CPPE6 | $2.52 \mathrm{E}+00$ | $5.49 \mathrm{E}+00$ | $1.14 \mathrm{E}+00$ |
| CPPE7 | $2.35 \mathrm{E}-02$ | 7.07E-01 | $1.55 \mathrm{E}+00$ | CPPE7 | 7.07E-05 | $4.00 \mathrm{E}-01$ | $2.83 \mathrm{E}+00$ | CPPE7 | $2.95 \mathrm{E}+00$ | $5.09 \mathrm{E}+00$ | $1.16 \mathrm{E}+00$ |
| CPPE8 | $1.43 \mathrm{E}-02$ | $1.35 \mathrm{E}+00$ | $2.21 \mathrm{E}+00$ | CPPE8 | $1.29 \mathrm{E}-05$ | $4.68 \mathrm{E}-01$ | $2.83 \mathrm{E}+00$ | CPPE8 | $2.35 \mathrm{E}+00$ | $5.20 \mathrm{E}+00$ | $1.31 \mathrm{E}+00$ |
| CPPE9 | 1.58E-02 | $6.38 \mathrm{E}-01$ | $9.98 \mathrm{E}-01$ | CPPE9 | $1.58 \mathrm{E}-05$ | $4.34 \mathrm{E}-04$ | $3.91 \mathrm{E}-04$ | CPPE9 | $2.61 \mathrm{E}+00$ | $5.88 \mathrm{E}+00$ | $1.11 \mathrm{E}+00$ |
| CPPE10 | 5.88E-02 | $1.82 \mathrm{E}+00$ | $2.82 \mathrm{E}+00$ | CPPE10 | $2.63 \mathrm{E}-05$ | $4.90 \mathrm{E}-04$ | $4.41 \mathrm{E}-04$ | CPPE10 | $1.88 \mathrm{E}+00$ | $5.46 \mathrm{E}+00$ | $1.37 \mathrm{E}+00$ |
| CPPE11 | 2.09E-02 | 8.63E-01 | $1.70 \mathrm{E}+00$ | CPPE11 | 7.62E-05 | 3.92E-01 | $2.77 \mathrm{E}+00$ | CPPE11 | $2.05 \mathrm{E}+00$ | $5.68 \mathrm{E}+00$ | $1.46 \mathrm{E}+00$ |
| CPPE12 | 5.03E-02 | $1.11 \mathrm{E}+00$ | $1.20 \mathrm{E}+00$ | CPPE12 | $6.32 \mathrm{E}-05$ | $8.56 \mathrm{E}-04$ | $2.47 \mathrm{E}-03$ | CPPE12 | $3.06 \mathrm{E}+00$ | $5.54 \mathrm{E}+00$ | $1.29 \mathrm{E}+00$ |


| $f_{10}$ | Final | Mean | Std | $f_{11}$ | Final | Mean | Std | $f_{12}$ | Final | Mean | Std |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PPE | $1.02 \mathrm{E}+00$ | $3.79 \mathrm{E}+00$ | $3.15 \mathrm{E}+00$ | PPE | $2.86 \mathrm{E}-04$ | $8.57 \mathrm{E}-01$ | $9.29 \mathrm{E}-01$ | PPE | $1.00 \mathrm{E}+00$ | $6.27 \mathrm{E}+00$ | $3.20 \mathrm{E}+00$ |
| CPPE1 | $3.41 \mathrm{E}-01$ | $3.63 \mathrm{E}+00$ | $2.19 \mathrm{E}+00$ | CPPE1 | $1.83 \mathrm{E}-04$ | $6.00 \mathrm{E}-01$ | 7.10E-01 | CPPE1 | $2.07 \mathrm{E}-03$ | $4.97 \mathrm{E}+00$ | $2.77 \mathrm{E}+00$ |
| CPPE2 | $9.34 \mathrm{E}-01$ | $2.81 \mathrm{E}+00$ | $1.62 \mathrm{E}+00$ | CPPE2 | $2.72 \mathrm{E}-03$ | $5.97 \mathrm{E}-01$ | $6.04 \mathrm{E}-01$ | CPPE2 | $1.99 \mathrm{E}+00$ | 5.52E+00 | $2.73 \mathrm{E}+00$ |
| CPPE3 | $9.34 \mathrm{E}-01$ | $2.37 \mathrm{E}+01$ | $9.73 \mathrm{E}+00$ | CPPE3 | $2.72 \mathrm{E}-03$ | $3.97 \mathrm{E}+00$ | $2.47 \mathrm{E}+00$ | CPPE3 | $1.99 \mathrm{E}+00$ | $1.49 \mathrm{E}+01$ | $7.33 \mathrm{E}+00$ |
| CPPE4 | $1.13 \mathrm{E}+00$ | $4.14 \mathrm{E}+00$ | $3.52 \mathrm{E}+00$ | CPPE4 | $5.08 \mathrm{E}-04$ | 7.68E-01 | 9.91E-01 | CPPE4 | $1.89 \mathrm{E}-03$ | $5.28 \mathrm{E}+00$ | $2.93 \mathrm{E}+00$ |
| CPPE5 | $8.46 \mathrm{E}-01$ | $3.52 \mathrm{E}+00$ | $2.46 \mathrm{E}+00$ | CPPE5 | $1.36 \mathrm{E}-04$ | $6.13 \mathrm{E}-01$ | 6.64E-01 | CPPE5 | $1.99 \mathrm{E}+00$ | $6.15 \mathrm{E}+00$ | $3.38 \mathrm{E}+00$ |
| CPPE6 | $1.03 \mathrm{E}+00$ | $3.30 \mathrm{E}+00$ | $2.15 \mathrm{E}+00$ | CPPE6 | $2.08 \mathrm{E}-04$ | 8.17E-01 | $9.67 \mathrm{E}-01$ | CPPE6 | $1.99 \mathrm{E}+00$ | $5.66 \mathrm{E}+00$ | $2.49 \mathrm{E}+00$ |
| CPPE7 | $8.74 \mathrm{E}-01$ | 3.62E+00 | $2.08 \mathrm{E}+00$ | CPPE7 | $1.50 \mathrm{E}-04$ | $5.80 \mathrm{E}-01$ | $6.44 \mathrm{E}-01$ | CPPE7 | $9.95 \mathrm{E}-01$ | $5.00 \mathrm{E}+00$ | $2.80 \mathrm{E}+00$ |
| CPPE8 | $1.41 \mathrm{E}+00$ | $6.76 \mathrm{E}+00$ | $3.81 \mathrm{E}+00$ | CPPE8 | $9.87 \mathrm{E}-05$ | $1.13 \mathrm{E}+00$ | $1.19 \mathrm{E}+00$ | CPPE8 | $8.62 \mathrm{E}-03$ | $8.82 \mathrm{E}+00$ | $5.06 \mathrm{E}+00$ |
| CPPE9 | $1.15 \mathrm{E}+00$ | $3.33 \mathrm{E}+00$ | $1.66 \mathrm{E}+00$ | CPPE9 | 3.76E-03 | 9.77E-01 | 7.03E-01 | CPPE9 | $9.96 \mathrm{E}-01$ | $7.97 \mathrm{E}+00$ | $4.15 \mathrm{E}+00$ |
| CPPE10 | $1.11 \mathrm{E}+00$ | $8.50 \mathrm{E}+00$ | $5.68 \mathrm{E}+00$ | CPPE10 | 7.28E-04 | $1.25 \mathrm{E}+00$ | $1.54 \mathrm{E}+00$ | CPPE10 | 9.95E-01 | $8.88 \mathrm{E}+00$ | $4.92 \mathrm{E}+00$ |
| CPPE11 | $1.11 \mathrm{E}+00$ | $4.84 \mathrm{E}+00$ | $3.37 \mathrm{E}+00$ | CPPE11 | $1.06 \mathrm{E}-03$ | $6.36 \mathrm{E}-01$ | $9.28 \mathrm{E}-01$ | CPPE11 | 9.96E-01 | 5.76E+00 | $3.10 \mathrm{E}+00$ |
| CPPE12 | $1.04 \mathrm{E}+00$ | $5.23 \mathrm{E}+00$ | $2.87 \mathrm{E}+00$ | CPPE12 | 7.14E-04 | 9.17E-01 | $1.03 \mathrm{E}+00$ | CPPE12 | 9.96E-01 | $7.45 \mathrm{E}+00$ | $3.61 \mathrm{E}+00$ |

Table 5. Cont.

| $f_{13}$ | Final | Mean | Std | $f_{14}$ | Final | Mean | Std | $f_{15}$ | Final | Mean | Std |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PPE | $1.59 \mathrm{E}+00$ | 8.17E+00 | $4.15 \mathrm{E}+00$ | PPE | 3.60E-06 | 5.78E-02 | 1.21E-01 | PPE | $1.26 \mathrm{E}-05$ | $1.17 \mathrm{E}+00$ | 5.25E+00 |
| CPPE1 | $1.00 \mathrm{E}+00$ | $6.89 \mathrm{E}+00$ | $3.39 \mathrm{E}+00$ | CPPE1 | $1.09 \mathrm{E}-07$ | 4.68E-02 | $1.09 \mathrm{E}-01$ | CPPE1 | 3.14E-06 | $3.61 \mathrm{E}+00$ | $1.73 \mathrm{E}+01$ |
| CPPE2 | 5.17E-04 | $7.30 \mathrm{E}+00$ | $3.59 \mathrm{E}+00$ | CPPE2 | 1.82E-06 | 5.34E-02 | 1.31E-01 | CPPE2 | 7.14E-06 | $2.07 \mathrm{E}-01$ | $2.32 \mathrm{E}-01$ |
| CPPE3 | 5.17E-04 | $1.42 \mathrm{E}+01$ | 8.33E+00 | CPPE3 | $1.82 \mathrm{E}-06$ | 7.94E-01 | $3.30 \mathrm{E}+00$ | CPPE3 | 7.14E-06 | 8.84E+00 | $2.87 \mathrm{E}+01$ |
| CPPE4 | $1.39 \mathrm{E}+00$ | 6.76E+00 | $3.73 \mathrm{E}+00$ | CPPE4 | $4.32 \mathrm{E}-07$ | $5.09 \mathrm{E}-02$ | 1.15E-01 | CPPE4 | 1.68E-05 | $1.78 \mathrm{E}+00$ | $4.60 \mathrm{E}+00$ |
| CPPE5 | 9.95E-01 | 8.12E+00 | $3.04 \mathrm{E}+00$ | CPPE5 | $2.99 \mathrm{E}-06$ | 6.56E-02 | 1.24E-01 | CPPE5 | 8.55E-07 | 8.92E-01 | $3.31 \mathrm{E}+00$ |
| CPPE6 | $1.59 \mathrm{E}+00$ | $8.20 \mathrm{E}+00$ | $3.17 \mathrm{E}+00$ | CPPE6 | $3.09 \mathrm{E}-08$ | 5.22E-02 | 1.16E-01 | CPPE6 | 5.26E-07 | $1.19 \mathrm{E}+00$ | $3.98 \mathrm{E}+00$ |
| CPPE7 | $1.59 \mathrm{E}+00$ | $8.22 \mathrm{E}+00$ | $2.96 \mathrm{E}+00$ | CPPE7 | 2.78E-06 | 4.52E-02 | $1.09 \mathrm{E}-01$ | CPPE7 | 6.87E-07 | 5.42E-01 | $2.35 \mathrm{E}+00$ |
| CPPE8 | $1.39 \mathrm{E}+00$ | $8.63 \mathrm{E}+00$ | $3.80 \mathrm{E}+00$ | CPPE8 | $2.63 \mathrm{E}-06$ | 4.24E-01 | $2.36 \mathrm{E}+00$ | CPPE8 | 1.80E-06 | $4.97 \mathrm{E}+00$ | $2.36 \mathrm{E}+01$ |
| CPPE9 | $2.19 \mathrm{E}+00$ | $1.09 \mathrm{E}+01$ | $4.30 \mathrm{E}+00$ | CPPE9 | 5.03E-06 | $4.27 \mathrm{E}-02$ | $1.03 \mathrm{E}-01$ | CPPE9 | 4.05E-06 | 1.40E-01 | $2.11 \mathrm{E}-01$ |
| CPPE10 | 5.03E+00 | $9.67 \mathrm{E}+00$ | $4.49 \mathrm{E}+00$ | CPPE10 | $5.20 \mathrm{E}-08$ | $1.05 \mathrm{E}-01$ | 1.49E-01 | CPPE10 | 1.49E-05 | $4.95 \mathrm{E}+00$ | $2.36 \mathrm{E}+01$ |
| CPPE11 | $1.39 \mathrm{E}+00$ | $8.00 \mathrm{E}+00$ | $4.33 \mathrm{E}+00$ | CPPE11 | $2.82 \mathrm{E}-06$ | 7.64E-02 | $1.49 \mathrm{E}-01$ | CPPE11 | 3.53E-06 | $2.22 \mathrm{E}+00$ | $5.46 \mathrm{E}+00$ |
| CPPE12 | $2.03 \mathrm{E}+00$ | $7.68 \mathrm{E}+00$ | $3.37 \mathrm{E}+00$ | CPPE12 | $2.54 \mathrm{E}-08$ | $1.05 \mathrm{E}-01$ | $1.43 \mathrm{E}-01$ | CPPE12 | 3.05E-06 | $3.43 \mathrm{E}+00$ | $1.72 \mathrm{E}+01$ |
| $f_{16}$ | Final | Mean | Std | $f_{17}$ | Final | Mean | Std | $f_{18}$ | Final | Mean | Std |
| PPE | $5.62 \mathrm{E}-01$ | $91 \mathrm{E}-01$ | $2.55 \mathrm{E}-01$ | PPE | $8.77 \mathrm{E}-01$ | .14E+00 | $1.80 \mathrm{E}+00$ | PP | $1.82 \mathrm{E}+00$ | $9.10 \mathrm{E}+00$ | $3.13 \mathrm{E}+00$ |
| CPPE1 | $4.44 \mathrm{E}-01$ | 9.44E-01 | $3.00 \mathrm{E}-01$ | CPPE1 | $3.89 \mathrm{E}-01$ | $5.59 \mathrm{E}+00$ | $2.06 \mathrm{E}+00$ | CPPE1 | $3.71 \mathrm{E}+00$ | $8.59 \mathrm{E}+00$ | $2.28 \mathrm{E}+00$ |
| CPPE2 | $3.49 \mathrm{E}-01$ | $9.59 \mathrm{E}-01$ | $2.29 \mathrm{E}-01$ | CPPE2 | $4.94 \mathrm{E}-01$ | $6.32 \mathrm{E}+00$ | $1.67 \mathrm{E}+00$ | CPPE2 | $1.80 \mathrm{E}+00$ | 8.87E+00 | $2.63 \mathrm{E}+00$ |
| CPPE3 | $3.49 \mathrm{E}-01$ | 8.84E-01 | $3.25 \mathrm{E}-01$ | CPPE3 | $4.94 \mathrm{E}-01$ | $8.97 \mathrm{E}+00$ | $1.87 \mathrm{E}+00$ | CPPE3 | $1.80 \mathrm{E}+00$ | $1.48 \mathrm{E}+01$ | $5.10 \mathrm{E}+00$ |
| CPPE4 | $4.34 \mathrm{E}-01$ | 9.02E-01 | $2.77 \mathrm{E}-01$ | CPPE4 | $1.49 \mathrm{E}-01$ | 5.88E+00 | $2.27 \mathrm{E}+00$ | CPPE4 | $2.58 \mathrm{E}+00$ | $8.54 \mathrm{E}+00$ | $3.02 \mathrm{E}+00$ |
| CPPE5 | $5.00 \mathrm{E}-01$ | $9.96 \mathrm{E}-01$ | $2.61 \mathrm{E}-01$ | CPPE5 | $1.08 \mathrm{E}+00$ | $6.35 \mathrm{E}+00$ | $1.73 \mathrm{E}+00$ | CPPE5 | $5.60 \mathrm{E}+00$ | $8.81 \mathrm{E}+00$ | $1.80 \mathrm{E}+00$ |
| CPPE6 | $3.73 \mathrm{E}-01$ | 9.02E-01 | $2.92 \mathrm{E}-01$ | CPPE6 | $6.76 \mathrm{E}-01$ | $6.16 \mathrm{E}+00$ | $1.84 \mathrm{E}+00$ | CPPE6 | $1.87 \mathrm{E}+00$ | $9.10 \mathrm{E}+00$ | $2.76 \mathrm{E}+00$ |
| CPPE7 | $5.74 \mathrm{E}-01$ | $9.83 \mathrm{E}-01$ | $2.51 \mathrm{E}-01$ | CPPE7 | 7.27E-01 | $6.30 \mathrm{E}+00$ | $1.81 \mathrm{E}+00$ | CPPE7 | $4.49 \mathrm{E}+00$ | $1.02 \mathrm{E}+01$ | $2.76 \mathrm{E}+00$ |
| CPPE8 | $3.32 \mathrm{E}-01$ | 9.01E-01 | $2.89 \mathrm{E}-01$ | CPPE8 | $1.51 \mathrm{E}+00$ | $7.00 \mathrm{E}+00$ | $1.85 \mathrm{E}+00$ | CPPE8 | $3.38 \mathrm{E}+00$ | $1.06 \mathrm{E}+01$ | $3.97 \mathrm{E}+00$ |
| CPPE9 | $2.60 \mathrm{E}-01$ | 8.42E-01 | $2.86 \mathrm{E}-01$ | CPPE9 | $5.31 \mathrm{E}+00$ | $6.95 \mathrm{E}+00$ | $1.11 \mathrm{E}+00$ | CPPE9 | $6.19 \mathrm{E}+00$ | $1.07 \mathrm{E}+01$ | $3.00 \mathrm{E}+00$ |
| CPPE10 | $3.80 \mathrm{E}-01$ | 9.45E-01 | $2.51 \mathrm{E}-01$ | CPPE10 | $1.78 \mathrm{E}+00$ | $7.14 \mathrm{E}+00$ | $1.51 \mathrm{E}+00$ | CPPE10 | $5.39 \mathrm{E}+00$ | $1.01 \mathrm{E}+01$ | $2.65 \mathrm{E}+00$ |
| CPPE11 | 3.74E-01 | 9.63E-01 | $2.85 \mathrm{E}-01$ | CPPE11 | $4.72 \mathrm{E}-01$ | $6.31 \mathrm{E}+00$ | $2.18 \mathrm{E}+00$ | CPPE11 | $4.00 \mathrm{E}+00$ | $9.81 \mathrm{E}+00$ | $2.77 \mathrm{E}+00$ |
| CPPE12 | 4.37E-01 | $8.80 \mathrm{E}-01$ | 2.57E-01 | CPPE12 | $3.55 \mathrm{E}-01$ | $6.42 \mathrm{E}+00$ | $1.85 \mathrm{E}+00$ | CPPE12 | $5.95 \mathrm{E}+00$ | $1.06 \mathrm{E}+01$ | $3.22 \mathrm{E}+00$ |
| $f_{19}$ | Final | Mean | Std | $f_{20}$ | Final | Mean | Std | $f_{21}$ | Final | Mean | Std |
| PPE | 7.65E-01 | $2.67 \mathrm{E}+00$ | $1.11 \mathrm{E}+00$ | PPE | $2.27 \mathrm{E}+00$ | $3.31 \mathrm{E}+00$ | 3.97E-01 | PPE | 3.84E-04 | 7.86E-03 | $6.25 \mathrm{E}-03$ |
| CPPE1 | $1.19 \mathrm{E}+00$ | $2.20 \mathrm{E}+00$ | 7.19E-01 | CPPE1 | $2.54 \mathrm{E}+00$ | $3.33 \mathrm{E}+00$ | $3.59 \mathrm{E}-01$ | CPPE1 | 1.81E-04 | 6.24E-03 | $5.49 \mathrm{E}-03$ |
| CPPE2 | $9.94 \mathrm{E}-01$ | $2.52 \mathrm{E}+00$ | $8.09 \mathrm{E}-01$ | CPPE2 | $1.99 \mathrm{E}+00$ | $3.34 \mathrm{E}+00$ | 4.42E-01 | CPPE2 | $4.51 \mathrm{E}-04$ | $2.01 \mathrm{E}+00$ | $1.41 \mathrm{E}+01$ |
| CPPE3 | 9.94E-01 | $4.60 \mathrm{E}+00$ | $2.51 \mathrm{E}+00$ | CPPE3 | $1.99 \mathrm{E}+00$ | $3.78 \mathrm{E}+00$ | 1.86E-01 | CPPE3 | $4.51 \mathrm{E}-04$ | 8.75E-03 | $8.53 \mathrm{E}-03$ |
| CPPE4 | $8.55 \mathrm{E}-01$ | $2.17 \mathrm{E}+00$ | 8.48E-01 | CPPE4 | $2.18 \mathrm{E}+00$ | $3.36 \mathrm{E}+00$ | 4.21E-01 | CPPE4 | 9.22E-04 | $2.01 \mathrm{E}+00$ | $1.41 \mathrm{E}+01$ |
| CPPE5 | 8.06E-01 | $2.86 \mathrm{E}+00$ | $1.01 \mathrm{E}+00$ | CPPE5 | $2.20 \mathrm{E}+00$ | $3.37 \mathrm{E}+00$ | 4.36E-01 | CPPE5 | $1.76 \mathrm{E}-04$ | $6.36 \mathrm{E}-03$ | $4.91 \mathrm{E}-03$ |
| CPPE6 | 7.53E-01 | $2.64 \mathrm{E}+00$ | $9.52 \mathrm{E}-01$ | CPPE6 | $2.50 \mathrm{E}+00$ | 3.31E+00 | 3.31E-01 | CPPE6 | $1.09 \mathrm{E}-03$ | $6.53 \mathrm{E}-03$ | 5.99E-03 |
| CPPE7 | $1.12 \mathrm{E}+00$ | $2.89 \mathrm{E}+00$ | $1.27 \mathrm{E}+00$ | CPPE7 | $2.50 \mathrm{E}+00$ | $3.30 \mathrm{E}+00$ | 4.11E-01 | CPPE7 | $4.56 \mathrm{E}-04$ | $4.01 \mathrm{E}+00$ | $1.98 \mathrm{E}+01$ |
| CPPE8 | $5.88 \mathrm{E}-01$ | $2.74 \mathrm{E}+00$ | $1.32 \mathrm{E}+00$ | CPPE8 | $2.35 \mathrm{E}+00$ | $3.46 \mathrm{E}+00$ | $3.49 \mathrm{E}-01$ | CPPE8 | 4.26E-04 | 6.81E-03 | $4.90 \mathrm{E}-03$ |
| CPPE9 | $1.78 \mathrm{E}+00$ | $3.43 \mathrm{E}+00$ | 9.62E-01 | CPPE9 | $2.02 \mathrm{E}+00$ | $3.28 \mathrm{E}+00$ | 5.32E-01 | CPPE9 | $4.45 \mathrm{E}-04$ | 6.16E-03 | $4.22 \mathrm{E}-03$ |
| CPPE10 | 7.16E-01 | $3.03 \mathrm{E}+00$ | $1.43 \mathrm{E}+00$ | CPPE10 | $3.07 \mathrm{E}+00$ | $3.69 \mathrm{E}+00$ | $2.56 \mathrm{E}-01$ | CPPE10 | $2.10 \mathrm{E}-04$ | 6.71E-03 | $6.54 \mathrm{E}-03$ |
| CPPE11 | 7.23E-01 | $2.23 \mathrm{E}+00$ | 8.45E-01 | CPPE11 | $1.54 \mathrm{E}+00$ | $3.30 \mathrm{E}+00$ | 5.19E-01 | CPPE11 | 2.42E-04 | $4.01 \mathrm{E}+00$ | $1.98 \mathrm{E}+01$ |
| CPPE12 | $5.20 \mathrm{E}-01$ | $3.35 \mathrm{E}+00$ | $1.45 \mathrm{E}+00$ | CPPE12 | $2.58 \mathrm{E}+00$ | $3.53 \mathrm{E}+00$ | 2.90E-01 | CPPE12 | $1.03 \mathrm{E}-03$ | 7.21E-03 | $5.00 \mathrm{E}-03$ |
| $f_{22}$ | Final | Mean | Std | $f_{23}$ | Final | Mean | Std | $f_{24}$ | Final | Mean | Std |
| PPE | $9.26 \mathrm{E}-05$ | $2.51 \mathrm{E}+00$ | $1.24 \mathrm{E}+01$ | PPE | 3.03E-04 | 7.19E-03 | 3.19E-02 | PPE | 2.79E-05 | 5.12E-01 | $2.72 \mathrm{E}+00$ |
| CPPE1 | $6.80 \mathrm{E}-05$ | $9.60 \mathrm{E}-04$ | 7.66E-04 | CPPE1 | 7.24E-05 | $2.00 \mathrm{E}+00$ | $1.41 \mathrm{E}+01$ | CPPE1 | 6.98E-06 | $1.88 \mathrm{E}+00$ | $5.70 \mathrm{E}+00$ |
| CPPE2 | $1.14 \mathrm{E}-04$ | $2.51 \mathrm{E}+00$ | $1.24 \mathrm{E}+01$ | CPPE2 | $9.60 \mathrm{E}-05$ | 6.43E-01 | $3.17 \mathrm{E}+00$ | CPPE2 | 3.42E-06 | $8.78 \mathrm{E}-01$ | $3.75 \mathrm{E}+00$ |
| CPPE3 | 1.14E-04 | $9.59 \mathrm{E}+00$ | $2.43 \mathrm{E}+01$ | CPPE3 | $9.60 \mathrm{E}-05$ | 3.16E+01 | $4.78 \mathrm{E}+01$ | CPPE3 | 3.42E-06 | $2.22 \mathrm{E}+00$ | $8.03 \mathrm{E}+00$ |
| CPPE4 | 5.06E-05 | $2.51 \mathrm{E}+00$ | $1.24 \mathrm{E}+01$ | CPPE4 | 1.19E-04 | 6.50E-01 | $3.19 \mathrm{E}+00$ | CPPE4 | 3.56E-06 | 5.02E-01 | $2.71 \mathrm{E}+00$ |
| CPPE5 | 6.93E-05 | $1.11 \mathrm{E}-03$ | 8.06E-04 | CPPE5 | $3.29 \mathrm{E}-05$ | $3.58 \mathrm{E}+00$ | $1.78 \mathrm{E}+01$ | CPPE5 | $1.21 \mathrm{E}-05$ | $9.46 \mathrm{E}-01$ | $3.76 \mathrm{E}+00$ |
| CPPE6 | 5.84E-05 | $1.21 \mathrm{E}-03$ | $1.06 \mathrm{E}-03$ | CPPE6 | $1.72 \mathrm{E}-04$ | $1.60 \mathrm{E}+00$ | $1.11 \mathrm{E}+01$ | CPPE6 | 6.13E-06 | 5.02E-01 | $2.71 \mathrm{E}+00$ |
| CPPE7 | 1.25E-04 | $1.25 \mathrm{E}+00$ | $8.86 \mathrm{E}+00$ | CPPE7 | $1.82 \mathrm{E}-04$ | $2.33 \mathrm{E}-03$ | 2.54E-03 | CPPE7 | 7.00E-06 | $8.39 \mathrm{E}-01$ | $2.94 \mathrm{E}+00$ |
| CPPE8 | $8.38 \mathrm{E}-05$ | $1.25 \mathrm{E}+00$ | $8.86 \mathrm{E}+00$ | CPPE8 | $9.04 \mathrm{E}-05$ | $4.33 \mathrm{E}+00$ | $1.99 \mathrm{E}+01$ | CPPE8 | $2.45 \mathrm{E}-05$ | $1.89 \mathrm{E}-01$ | 7.55E-01 |
| CPPE9 | 9.54E-05 | $1.08 \mathrm{E}-03$ | 8.44E-04 | CPPE9 | $2.21 \mathrm{E}-04$ | $1.58 \mathrm{E}+00$ | $1.11 \mathrm{E}+01$ | CPPE9 | 6.21E-06 | 8.15E-01 | $3.74 \mathrm{E}+00$ |
| CPPE10 | 4.11E-05 | $1.20 \mathrm{E}-03$ | $9.59 \mathrm{E}-04$ | CPPE10 | $2.19 \mathrm{E}-04$ | 5.11E+00 | $2.23 \mathrm{E}+01$ | CPPE10 | 1.62E-05 | $4.40 \mathrm{E}-01$ | $2.69 \mathrm{E}+00$ |
| CPPE11 | 3.67E-05 | 1.07E-03 | $9.33 \mathrm{E}-04$ | CPPE11 | 1.38E-04 | $1.00 \mathrm{E}+01$ | $3.03 \mathrm{E}+01$ | CPPE11 | 9.83E-06 | 5.71E-01 | $2.74 \mathrm{E}+00$ |
| CPPE12 | $1.38 \mathrm{E}-04$ | $2.86 \mathrm{E}+00$ | $1.26 \mathrm{E}+01$ | CPPE12 | 9.71E-05 | $3.68 \mathrm{E}+00$ | $1.83 \mathrm{E}+01$ | CPPE12 | 1.56E-05 | 7.52E-01 | $3.72 \mathrm{E}+00$ |

Table 5. Cont.

| $f_{25}$ | Final | Mean | Std | $f_{26}$ | Final | Mean | Std | $f_{27}$ | Final | Mean | Std |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PPE | $9.41 \mathrm{E}-05$ | 9.72E-04 | 7.71E-04 | PPE | $2.07 \mathrm{E}-08$ | $1.40 \mathrm{E}-01$ | $2.04 \mathrm{E}-01$ | PPE | $2.83 \mathrm{E}-03$ | $3.95 \mathrm{E}+01$ | $4.88 \mathrm{E}+01$ |
| CPPE1 | $3.44 \mathrm{E}-05$ | 8.99E-04 | 6.42E-04 | CPPE1 | $1.81 \mathrm{E}-08$ | 2.26E-01 | $2.59 \mathrm{E}-01$ | CPPE1 | $1.82 \mathrm{E}-02$ | 5.73E+01 | $4.91 \mathrm{E}+01$ |
| CPPE2 | $7.25 \mathrm{E}-05$ | $8.78 \mathrm{E}-04$ | 6.66E-04 | CPPE2 | 8.16E-08 | $1.57 \mathrm{E}-01$ | $2.38 \mathrm{E}-01$ | CPPE2 | $6.27 \mathrm{E}-05$ | 3.91E+01 | $4.86 \mathrm{E}+01$ |
| CPPE3 | $7.25 \mathrm{E}-05$ | $1.32 \mathrm{E}+01$ | 3.33E+01 | CPPE3 | 8.16E-08 | 4.81E-01 | $1.29 \mathrm{E}+00$ | CPPE3 | $6.27 \mathrm{E}-05$ | 7.94E+01 | $4.05 \mathrm{E}+01$ |
| CPPE4 | $3.03 \mathrm{E}-05$ | $2.09 \mathrm{E}+00$ | $1.41 \mathrm{E}+01$ | CPPE4 | $2.51 \mathrm{E}-07$ | $2.07 \mathrm{E}-01$ | $2.60 \mathrm{E}-01$ | CPPE4 | $3.04 \mathrm{E}-03$ | $4.89 \mathrm{E}+01$ | $4.96 \mathrm{E}+01$ |
| CPPE5 | $5.75 \mathrm{E}-05$ | $8.96 \mathrm{E}-04$ | 7.81E-04 | CPPE5 | $1.58 \mathrm{E}-08$ | $1.66 \mathrm{E}-01$ | $2.40 \mathrm{E}-01$ | CPPE5 | $3.27 \mathrm{E}-01$ | $3.56 \mathrm{E}+01$ | $4.68 \mathrm{E}+01$ |
| CPPE6 | $7.88 \mathrm{E}-05$ | 7.72E-04 | 6.25E-04 | CPPE6 | $1.51 \mathrm{E}-08$ | $1.72 \mathrm{E}-01$ | $2.23 \mathrm{E}-01$ | CPPE6 | $4.53 \mathrm{E}-03$ | $3.16 \mathrm{E}+01$ | $4.58 \mathrm{E}+01$ |
| CPPE7 | $2.35 \mathrm{E}-05$ | $2.00 \mathrm{E}+00$ | $1.41 \mathrm{E}+01$ | CPPE7 | $7.94 \mathrm{E}-08$ | $1.34 \mathrm{E}-01$ | $1.83 \mathrm{E}-01$ | CPPE7 | $9.17 \mathrm{E}-04$ | 4.78E+01 | $4.93 \mathrm{E}+01$ |
| CPPE8 | $8.98 \mathrm{E}-06$ | $7.29 \mathrm{E}-04$ | 6.83E-04 | CPPE8 | $8.04 \mathrm{E}-09$ | 1.19E-01 | $1.83 \mathrm{E}-01$ | CPPE8 | $1.30 \mathrm{E}-04$ | 5.54E+01 | $4.97 \mathrm{E}+01$ |
| CPPE9 | $4.34 \mathrm{E}-05$ | $6.38 \mathrm{E}-04$ | 5.22E-04 | CPPE9 | $2.59 \mathrm{E}-08$ | 6.16E-02 | $1.52 \mathrm{E}-01$ | CPPE9 | $9.76 \mathrm{E}-03$ | $2.15 \mathrm{E}+00$ | $2.28 \mathrm{E}+00$ |
| CPPE10 | $1.02 \mathrm{E}-04$ | $7.46 \mathrm{E}-04$ | 6.38E-04 | CPPE10 | $1.14 \mathrm{E}-08$ | 7.49E-01 | $4.45 \mathrm{E}+00$ | CPPE10 | $1.59 \mathrm{E}-02$ | $5.37 \mathrm{E}+01$ | $4.88 \mathrm{E}+01$ |
| CPPE11 | $2.85 \mathrm{E}-05$ | 8.42E-04 | 7.63E-04 | CPPE11 | $2.36 \mathrm{E}-08$ | $2.10 \mathrm{E}-01$ | $2.45 \mathrm{E}-01$ | CPPE11 | $2.04 \mathrm{E}-03$ | $6.48 \mathrm{E}+01$ | $4.74 \mathrm{E}+01$ |
| CPPE12 | 5.87E-05 | $4.00 \mathrm{E}+00$ | $1.98 \mathrm{E}+01$ | CPPE12 | 7.30E-08 | 2.12E-01 | 6.17E-01 | CPPE12 | $6.20 \mathrm{E}-04$ | $5.47 \mathrm{E}+01$ | $4.91 \mathrm{E}+01$ |
| $f_{28}$ | Final | Mean | Std |  |  |  |  |  |  |  |  |
| PPE | 4.48E-04 | 4.42E-03 | 3.09E-03 |  |  |  |  |  |  |  |  |
| CPPE1 | 4.15E-04 | $3.64 \mathrm{E}-03$ | 3.28E-03 |  |  |  |  |  |  |  |  |
| CPPE2 | 1.16E-04 | $3.11 \mathrm{E}-03$ | $2.50 \mathrm{E}-03$ |  |  |  |  |  |  |  |  |
| CPPE3 | 1.16E-04 | $2.00 \mathrm{E}+00$ | $1.41 \mathrm{E}+01$ |  |  |  |  |  |  |  |  |
| CPPE4 | $2.94 \mathrm{E}-04$ | $3.90 \mathrm{E}-03$ | 3.60E-03 |  |  |  |  |  |  |  |  |
| CPPE5 | $3.60 \mathrm{E}-04$ | $3.43 \mathrm{E}-03$ | $2.30 \mathrm{E}-03$ |  |  |  |  |  |  |  |  |
| CPPE6 | $4.55 \mathrm{E}-04$ | 3.92E-03 | $2.85 \mathrm{E}-03$ |  |  |  |  |  |  |  |  |
| CPPE7 | $8.54 \mathrm{E}-04$ | 3.91E-03 | 3.26E-03 |  |  |  |  |  |  |  |  |
| CPPE8 | $3.09 \mathrm{E}-04$ | $3.80 \mathrm{E}-03$ | 3.65E-03 |  |  |  |  |  |  |  |  |
| CPPE9 | 7.55E-05 | $3.56 \mathrm{E}-03$ | $2.56 \mathrm{E}-03$ |  |  |  |  |  |  |  |  |
| CPPE10 | $2.70 \mathrm{E}-04$ | $4.02 \mathrm{E}-03$ | 4.28E-03 |  |  |  |  |  |  |  |  |
| CPPE11 | $2.77 \mathrm{E}-04$ | $3.76 \mathrm{E}-03$ | $3.03 \mathrm{E}-03$ |  |  |  |  |  |  |  |  |
| CPPE12 | $1.23 \mathrm{E}-04$ | 3.12E-03 | $2.27 \mathrm{E}-03$ |  |  |  |  |  |  |  |  |

Table 6. The number of times CPPE is better than PPE.

|  | CPPE1 | CPPE2 | CPPE3 | CPPE4 | CPPE5 | CPPE6 | CPPE7 | CPPE8 | CPPE9 | CPPE10 | CPPE11 | CPPE12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Final | 22 | 19 | 19 | 16 | 21 | 17 | 15 | 20 | 14 | 15 | 20 | 15 |
| Mean | 18 | 16 | 3 | 14 | 16 | 18 | 15 | 8 | 17 | 9 | 11 | 5 |
| Std | 19 | 20 | 5 | 13 | 17 | 21 | 17 | 9 | 22 | 13 | 10 | 10 |

Table 7. The benchmark function of CPPE is better than PPE.

|  | Final | Mean | Std |
| :---: | :---: | :---: | :---: |
| CPPE1 | $f_{1-3,5-6,8-17,21-26,28}$ | $f_{1,3,5,7-8,10-14,16-19,21-22,25,28}$ | $f_{1,3-14,18-22,25}$ |
| CPPE2 | $f_{1,5-10,13-18,20,23-25,27-28}$ | $f_{1,3,6,8,10-16,18-19,25,27-28}$ | $f_{1,3-4,6,8-19,22,25,27-28}$ |
| CPPE3 | $f_{1}, f_{5-10}, f_{13-18}, f_{20}, f_{23-25}, f_{27-28}$ | $f_{3-4,16}$ | $f_{3-4}, f_{6}, f_{20}, f_{27}$ |
| CPPE4 | $f_{1-2,6-8,12-14,16-17,20,22-25,28}$ | $f_{1,6,8,11-14,16-19,22,24,28}$ | $f_{1,3-4,6,8-9,12-15,18-19,24}$ |
| CPPE5 | $f_{1-4,6-8,10-11,13-16,20-26,28}$ | $f_{1,3-4,6,8,10-13,15,18,21-22,25,27-28}$ | $f_{1,3-4,6,8-11,13,15,17-19,21-22,27-28}$ |
| CPPE6 | $f_{1,3,5,7-9,11,14-17,19,22-26}$ | $f_{1,3,6-8,10-12,14,16,19-22,24-25,27-28}$ | $f_{1,3,5-10,12-15,18-22,24-25,27-28}$ |
| CPPE7 | $f_{1-2,5-7,10-12,14-15,17,23-25,27}$ | $f_{3,6-7,9-12,14-16,20,22-23,26,28}$ | $f_{1,3-6,9-16,18,22-23,26}$ |
| CPPE8 | $f_{1-3,7-9,11-16,19,22-28}$ | $f_{9,16,21-22,24-26,28}$ | $f_{1,3,13,20-22,24-26}$ |
| CPPE9 | $f_{1-4,7-8,12,15-16,2,23-25,28}$ | $f_{2-4,6-8,10,14-16,20-22,25-28}$ | $f_{1-11,14-15,17-19,21-22,25-28}$ |
| CPPE10 | $f_{1-3,8-9,12,14,16,19,21-24,26,28}$ | $f_{1,3,8,16,21-22,24-25,28}$ | $f_{1,3-4,6,8,16-18,20,22,24-25,27}$ |
| CPPE11 | $f_{1,5-7,9,12-17,19-25,27-28}$ | $f_{1,6,11-13,16,19-20,22,25,28}$ | $f_{1,6,11-12,18-19,22,25,27-28}$ |
| CPPE12 | $f_{1,3-4,8,12,14-17,19,23-25,27-28}$ | $f_{8,13,16,21,28}$ | $f_{1,3-4,7-8,10,13,20-21,28}$ |



Figure 3. Number of times different CPPEs were superior to PPE.
Tables 5-7, and Figure 3 show that 12 CPPEs performed well in finding the final optimal value. In terms of average optimal value, CPPE3, CPPE8, CPPE10 and CPPE12 did not perform well, while CPPE1, CPPE6 and CPPE9 performed well. In terms of standard deviation, CPPE3 and CPPE8 performed slightly worse, while CPPE1, CPPE2, CPPE6 and CPPE9 performed very well. To sum up, the performances of CPPE3, CPPE8, CPPE10 and CPPE12 were not significantly better than that of PPE, that is, CPPE with Singer map, Chebyshev map, Cubic map and ICMIC map did not significantly improve the performance of the algorithm. However, CPPE1, CPPE2, CPPE4, CPPE5, CPPE6, CPPE7, CPPE9 and CPPE11 were obviously superior to PPE. That is, CPPE with the Logistic, Piecewise, Sine, Gauss, Tent, Bernoulli, Circle, and Sinusoidal maps significantly improved the algorithm's performance.

In addition to the initial evaluation, we also tallied the occurrences where the PPE algorithm and CPPE1 to CPPE12 attained optimal results on three metrics out of 28 benchmark functions. The statistical results are shown in Figure 4. In this chart, the horizontal axis represents 13 different algorithms, and the vertical axis represents the number of times that algorithm achieved the best results compared to the other algorithms across 3 metrics among 28 functions. The results show that CPPE9 achieved the best results 25 times, which was remarkable compared to other algorithms. CPPE9 is the CPPE algorithm with the Circle map.

Furthermore, to accurately calculate the improved percentage of CPPE compared to PPE, statistical analysis and calculations were performed on the experimental data. During the statistical process, we discovered that benchmark functions $f_{4}, f_{21}$, and $f_{23}$ had outliers. As a result, we only calculated the results for the remaining 25 benchmark functions. Our approach was as follows: (1) First, the value of each CPPE was subtracted from the value of PPE on each indicator for each benchmark function, and, then, the resulting value was divided by the value of PPE and, finally, converted into a percentage. This provided the improved percentage of each CPPE over the PPE for each indicator of each benchmark function. For example, benchmark functions $f_{1}, f_{1}$ (PPE_Final) and $f_{1}$ (CPPE1_Final) indicate the value of PPE and CPPE1 in the Final indicator, respectively. Thus, the improved percentage of CPPE1 in the Final indicator compared with PPE is obtained by the following Equation (9).

$$
\begin{equation*}
\frac{f_{1}\left(P P E_{-} \text {Final }\right)-f_{1}(\text { CPPE1_Final })}{f_{1}\left(P P E \_ \text {Final }\right)} \times 100 \% \tag{9}
\end{equation*}
$$

(2) After the obtained values were averaged, the average percentages of 12 CPPE in three indicators compared with PPE were obtained. The results are shown in Table 8. The first column indicates different CPPE algorithms, and the last three columns indicate the improved percentage of the CPPE algorithm compared with the PPE algorithm in the three indicators. In Table 8, it can be observed that CPPE1 (CPPE with Logistic map), CPPE6 (CPPE with Tent map), and CPPE8 (CPPE with Chebyshev map) showed improvements over PPE on the Final indicator. CPPE2 (CPPE with Piecewise map), CPPE6 (CPPE with Tent map), and CPPE9 (CPPE with Circle map) exhibited improvements over PPE on the Mean indicator. CPPE2 (CPPE with Piecewise map), CPPE5 (CPPE with Gauss map), CPPE6 (CPPE with Tent map), and CPPE9 (CPPE with Circle map) showed improvements over PPE on the Standard indicator. Therefore, the CPPE algorithm with Tent map performed the best compared to the PPE algorithm, with an increase of $8.9647 \%, 10.4633 \%$, and $14.6716 \%$ in Final, Mean, and Standard indicators, respectively.


Figure 4. Optimal number of times for PPE and CPPEs on performance.
Table 8. The percentage of improved performance of CPPE compared to PPE.

|  | Final | Mean | Std |
| :---: | :---: | :---: | :---: |
| CPPE1 | $12.2222 \%$ | $-16.1146 \%$ | $-3.8127 \%$ |
| CPPE2 | $-28.3925 \%$ | $6.0912 \%$ | $10.2575 \%$ |
| CPPE3 | $-28.3925 \%$ | $-61,464.2086 \%$ | $-194,171.1520 \%$ |
| CPPE4 | $-33.2308 \%$ | $-8601.8259 \%$ | $-73,153.7043 \%$ |
| CPPE5 | $-447.3261 \%$ | $-2.7712 \%$ | $3.2219 \%$ |
| CPPE6 | $8.9647 \%$ | $10.4633 \%$ | $14.6716 \%$ |
| CPPE7 | $-6.9034 \%$ | $-9211.8529 \%$ | $-74,512.3505 \%$ |
| CPPE8 | $7.5525 \%$ | $-1212.8028 \%$ | $-1469.2995 \%$ |
| CPPE9 | $-329.5657 \%$ | $16.9592 \%$ | $26.3463 \%$ |
| CPPE10 | $-46.3178 \%$ | $-56.9641 \%$ | $-105.2342 \%$ |
| CPPE11 | $-0.1405 \%$ | $-984.1307 \%$ | $-1354.9638 \%$ |
| CPPE12 | $-35.6815 \%$ | $-16,492.6669 \%$ | $-102,746.3320 \%$ |

### 4.3. Convergence Comparison between PPE and CPPEs

An experiment was designed to compare the convergence of the different algorithms. All parameters are shown in Table 9, where the number of population was set to 100, the number of iterations was set to 50 , and the number of runs was set to 50 times.

Table 9. Parameters setting for convergence experiments.

| Parameters | Values |
| :--- | :--- |
| Population_Number | 100 |
| Max_Gen | 50 |
| Run_Nums | 50 |

In this experiment, an evaluation criterion was designed to compare the convergence of different algorithms, which we called the average change rate of fitness value. Our approach was as follows: (1) First, we ran PPE and 12 CPPE algorithms on each benchmark function once. To subtract the fitness values between the 50th generation and the initial generation. Finally, the result was divided by 50 to obtain the change rate of each generation. (2) We repeated this process 50 times and then calculated the average. The results yielded the average change rate of fitness value for the 28 benchmark functions. Table 10 shows the results between PPE and 12 CPPE algorithms .

Table 10. The experimental results of PPE and CPPE regarding iteration for 50 times on 28 benchmark functions.

|  | $f_{1}$ | $f_{2}$ | $f_{3}$ | $f_{4}$ | $f_{5}$ | $f_{6}$ | $f_{7}$ | $f_{8}$ | $f_{9}$ | $f_{10}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| PPE | $2.87 \mathrm{E}+02$ | $3.94 \mathrm{E}+04$ | $6.97 \mathrm{E}+04$ | $2.16 \mathrm{E}+04$ | $4.11 \mathrm{E}+01$ | $2.86 \mathrm{E}+00$ | $3.76 \mathrm{E}+00$ | $3.51 \mathrm{E}-01$ | $1.52 \mathrm{E}-01$ | $3.79 \mathrm{E}+01$ |
| CPPE1 | $4.43 \mathrm{E}+02$ | $7.76 \mathrm{E}+04$ | $1.13 \mathrm{E}+05$ | $4.98 \mathrm{E}+04$ | $6.85 \mathrm{E}+01$ | $3.72 \mathrm{E}+00$ | $3.29 \mathrm{E}+00$ | $3.64 \mathrm{E}-01$ | $1.48 \mathrm{E}-01$ | $4.83 \mathrm{E}+01$ |
| CPPE2 | $2.81 \mathrm{E}+02$ | $1.92 \mathrm{E}+04$ | $8.76 \mathrm{E}+04$ | $2.68 \mathrm{E}+04$ | $4.40 \mathrm{E}+01$ | $2.70 \mathrm{E}+00$ | $5.91 \mathrm{E}+00$ | $3.51 \mathrm{E}-01$ | $1.43 \mathrm{E}-01$ | $3.30 \mathrm{E}+01$ |
| $1.33 \mathrm{E}+00$ |  |  |  |  |  |  |  |  |  |  |
| CPPE3 | $4.73 \mathrm{E}+02$ | $4.22 \mathrm{E}+04$ | $1.85 \mathrm{E}+06$ | $1.33 \mathrm{E}+05$ | $7.26 \mathrm{E}+01$ | $4.75 \mathrm{E}+00$ | $3.02 \mathrm{E}+02$ | $3.18 \mathrm{E}-01$ | $1.39 \mathrm{E}-01$ | $4.49 \mathrm{E}+01$ |
| $1.94 \mathrm{E}+00$ |  |  |  |  |  |  |  |  |  |  |
| CPPE4 | $4.12 \mathrm{E}+02$ | $2.77 \mathrm{E}+04$ | $1.42 \mathrm{E}+05$ | $1.90 \mathrm{E}+04$ | $6.89 \mathrm{E}+01$ | $3.37 \mathrm{E}+00$ | $4.01 \mathrm{E}+00$ | $3.81 \mathrm{E}-01$ | $1.44 \mathrm{E}-01$ | $4.86 \mathrm{E}+01$ |
| CPPE5 | $2.91 \mathrm{E}+02$ | $2.62 \mathrm{E}+04$ | $5.02 \mathrm{E}+04$ | $3.42 \mathrm{E}+04$ | $4.34 \mathrm{E}+01$ | $2.78 \mathrm{E}+00$ | $3.94 \mathrm{E}+00$ | $3.67 \mathrm{E}-01$ | $1.43 \mathrm{E}-01$ | $3.53 \mathrm{E}+01$ |
| $1.35 \mathrm{E}+00$ |  |  |  |  |  |  |  |  |  |  |
| CPPE6 | $2.95 \mathrm{E}+02$ | $2.48 \mathrm{E}+04$ | $1.16 \mathrm{E}+05$ | $2.69 \mathrm{E}+04$ | $3.35 \mathrm{E}+01$ | $2.80 \mathrm{E}+00$ | $3.03 \mathrm{E}+00$ | $3.59 \mathrm{E}-01$ | $1.55 \mathrm{E}-01$ | $3.42 \mathrm{E}+01$ |
| CPPE7 | $2.79 \mathrm{E}+02$ | $2.89 \mathrm{E}+04$ | $4.08 \mathrm{E}+04$ | $1.54 \mathrm{E}+04$ | $3.52 \mathrm{E}+01$ | $2.78 \mathrm{E}+00$ | $3.07 \mathrm{E}+00$ | $3.50 \mathrm{E}-01$ | $1.45 \mathrm{E}-01$ | $3.37 \mathrm{E}+01$ |
| $1.34 \mathrm{E}+00$ |  |  |  |  |  |  |  |  |  |  |
| CPPE8 | $3.45 \mathrm{E}+02$ | $6.47 \mathrm{E}+04$ | $2.22 \mathrm{E}+05$ | $4.06 \mathrm{E}+04$ | $5.84 \mathrm{E}+01$ | $4.01 \mathrm{E}+00$ | $1.02 \mathrm{E}+01$ | $3.68 \mathrm{E}-01$ | $1.50 \mathrm{E}-01$ | $4.11 \mathrm{E}+01$ |
| CPPE9 | $2.08 \mathrm{E}+02$ | $8.04 \mathrm{E}+03$ | $2.44 \mathrm{E}+04$ | $7.86 \mathrm{E}+03$ | $7.14 \mathrm{E}+01$ | $2.39 \mathrm{E}+00$ | $1.26 \mathrm{E}+02$ | $2.37 \mathrm{E}-01$ | $1.25 \mathrm{E}-01$ | $2.18 \mathrm{E}+01$ |
| $1.23 \mathrm{E}+00$ |  |  |  |  |  |  |  |  |  |  |
| CPPE10 | $3.77 \mathrm{E}+02$ | $3.05 \mathrm{E}+04$ | $2.66 \mathrm{E}+05$ | $2.91 \mathrm{E}+04$ | $5.85 \mathrm{E}+01$ | $3.62 \mathrm{E}+00$ | $1.31 \mathrm{E}+01$ | $3.65 \mathrm{E}-01$ | $1.52 \mathrm{E}-01$ | $4.12 \mathrm{E}+01$ |
| $1.59 \mathrm{E}+00$ |  |  |  |  |  |  |  |  |  |  |
| CPPE11 | $3.90 \mathrm{E}+02$ | $3.37 \mathrm{E}+04$ | $1.34 \mathrm{E}+05$ | $1.16 \mathrm{E}+04$ | $5.04 \mathrm{E}+01$ | $4.34 \mathrm{E}+00$ | $3.05 \mathrm{E}+00$ | $3.87 \mathrm{E}-01$ | $1.45 \mathrm{E}-01$ | $5.11 \mathrm{E}+01$ |
| $1.63 \mathrm{E}+00$ |  |  |  |  |  |  |  |  |  |  |
| CPPE12 | $3.28 \mathrm{E}+02$ | $4.05 \mathrm{E}+04$ | $1.12 \mathrm{E}+05$ | $2.69 \mathrm{E}+04$ | $4.48 \mathrm{E}+01$ | $2.59 \mathrm{E}+00$ | $1.47 \mathrm{E}+01$ | $3.75 \mathrm{E}-01$ | $1.49 \mathrm{E}-01$ | $4.00 \mathrm{E}+01$ | $1.46 \mathrm{E}+009$.

Table 10. Cont.

|  | $f_{12}$ | $f_{13}$ | $f_{14}$ | $f_{15}$ | $f_{16}$ | $f_{17}$ | $f_{18}$ | $f_{19}$ | $f_{20}$ | $f_{21}$ | $f_{22}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CPPE12 | $1.48 \mathrm{E}+00$ | $1.55 \mathrm{E}+00$ | $4.19 \mathrm{E}+00$ | $4.61 \mathrm{E}+00$ | $4.78 \mathrm{E}-02$ | $1.98 \mathrm{E}+00$ | $2.19 \mathrm{E}+00$ | $7.88 \mathrm{E}+03$ | $2.63 \mathrm{E}-02$ | $3.79 \mathrm{E}+00$ | $5.18 \mathrm{E}+00$ |
|  | $f_{23}$ | $f_{24}$ | $f_{25}$ | $f_{22}$ | $f_{27}$ | $f_{28}$ |  |  |  |  |  |
| PPE | $5.75 \mathrm{E}+00$ | $1.71 \mathrm{E}+00$ | $2.00 \mathrm{E}+00$ | $1.77 \mathrm{E}+00$ | $3.69 \mathrm{E}+00$ | $2.23 \mathrm{E}+00$ |  |  |  |  |  |
| CPPE1 | $6.35 \mathrm{E}+00$ | $1.89 \mathrm{E}+00$ | $2.20 \mathrm{E}+00$ | $1.72 \mathrm{E}+00$ | $3.72 \mathrm{E}+00$ | $2.80 \mathrm{E}+00$ |  |  |  |  |  |
| CPPE2 | $5.53 \mathrm{E}+00$ | $1.59 \mathrm{E}+00$ | $2.07 \mathrm{E}+00$ | $1.53 \mathrm{E}+00$ | $3.31 \mathrm{E}+00$ | $2.23 \mathrm{E}+00$ |  |  |  |  |  |
| CPPE3 | $5.99 \mathrm{E}+00$ | $1.92 \mathrm{E}+00$ | $1.94 \mathrm{E}+00$ | $2.01 \mathrm{E}+00$ | $2.73 \mathrm{E}+00$ | $2.59 \mathrm{E}+00$ |  |  |  |  |  |
| CPPE4 | $6.03 \mathrm{E}+00$ | $1.91 \mathrm{E}+00$ | $2.09 \mathrm{E}+00$ | $1.87 \mathrm{E}+00$ | $4.20 \mathrm{E}+00$ | $2.73 \mathrm{E}+00$ |  |  |  |  |  |
| CPPE5 | $5.16 \mathrm{E}+00$ | $1.67 \mathrm{E}+00$ | $2.07 \mathrm{E}+00$ | $1.35 \mathrm{E}+00$ | $4.28 \mathrm{E}+00$ | $2.41 \mathrm{E}+00$ |  |  |  |  |  |
| CPPE6 | $6.45 \mathrm{E}+00$ | $1.54 \mathrm{E}+00$ | $2.18 \mathrm{E}+00$ | $1.42 \mathrm{E}+00$ | $3.31 \mathrm{E}+00$ | $2.24 \mathrm{E}+00$ |  |  |  |  |  |
| CPPE7 | $5.99 \mathrm{E}+00$ | $1.63 \mathrm{E}+00$ | $2.18 \mathrm{E}+00$ | $1.60 \mathrm{E}+00$ | $3.60 \mathrm{E}+00$ | $2.46 \mathrm{E}+00$ |  |  |  |  |  |
| CPPE8 | $6.27 \mathrm{E}+00$ | $1.81 \mathrm{E}+00$ | $2.04 \mathrm{E}+00$ | $1.71 \mathrm{E}+00$ | $2.75 \mathrm{E}+00$ | $2.62 \mathrm{E}+00$ |  |  |  |  |  |
| CPPE9 | $3.90 \mathrm{E}+00$ | $1.03 \mathrm{E}+00$ | $1.45 \mathrm{E}+00$ | $7.03 \mathrm{E}-01$ | $3.62 \mathrm{E}+00$ | $1.53 \mathrm{E}+00$ |  |  |  |  |  |
| CPPE10 | $5.58 \mathrm{E}+00$ | $1.87 \mathrm{E}+00$ | $2.11 \mathrm{E}+00$ | $1.72 \mathrm{E}+00$ | $2.90 \mathrm{E}+00$ | $2.60 \mathrm{E}+00$ |  |  |  |  |  |
| CPPE11 | $7.08 \mathrm{E}+00$ | $1.93 \mathrm{E}+00$ | $2.28 \mathrm{E}+00$ | $1.75 \mathrm{E}+00$ | $3.25 \mathrm{E}+00$ | $2.64 \mathrm{E}+00$ |  |  |  |  |  |
| CPPE12 | $6.12 \mathrm{E}+00$ | $1.70 \mathrm{E}+00$ | $2.08 \mathrm{E}+00$ | $1.41 \mathrm{E}+00$ | $3.02 \mathrm{E}+00$ | $2.47 \mathrm{E}+00$ |  |  |  |  |  |

Furthermore, to accurately calculate the improved percentage of CPPE compared to PPE, statistical analysis and calculations were performed on the experimental data. The same methods mentioned in Section 4.2 were used and the results are shown in Table 11. The first column indicates different CPPE algorithms and the last column indicates the improved percentages in the convergence of the CPPE algorithm compared with the PPE algorithm. In Table 11, it can be observed that CPPE1 (CPPE with Logistic map), CPPE3 (CPPE with Singer map), CPPE4 (CPPE with Sine map), CPPE6 (CPPE with Tent map), CPPE8 (CPPE with Chebyshev map), CPPE10 (CPPE with Cubic map), CPPE11 (CPPE with Sinusoidal map), and CPPE12 (CPPE with ICMIC map) increased the convergence. In addition, CPPE3 (CPPE with Singer map) had a significant effect, of about $65.1776 \%$.

Table 11. The percentage of improved convergence of CPPE compared to PPE.

|  | The Average Change Rate of Fitness Value |
| :---: | :---: |
| CPPE1 | $3.1636 \%$ |
| CPPE2 | $-0.0739 \%$ |
| CPPE3 | $65.1776 \%$ |
| CPPE4 | $2.3946 \%$ |
| CPPE5 | $-1.1542 \%$ |
| CPPE6 | $1.1324 \%$ |
| CPPE7 | $-1.3921 \%$ |
| CPPE8 | $6.7471 \%$ |
| CPPE9 | $-2.8102 \%$ |
| CPPE10 | $7.2003 \%$ |
| CPPE11 | $2.2421 \%$ |
| CPPE12 | $1.7341 \%$ |

### 4.4. Discussions

In Section 4.2, the performance of different CPPE algorithms and that of the PPE algorithm are compared. We performed three different analyses of the experimental data. Firstly, we counted the number of times that CPPE was better than PPE on three indicators in 28 benchmark functions. The statistical results showed that CPP1, CPPE2, CPPE4, CPPE5, CPPE6, CPPE7, CPPE9, and CPPE11 algorithms outperformed the PPE algorithm. Secondly,
we counted the optimal times of all CPPEs and PPE on 3 indicators in 28 benchmark functions. The statistical results showed that CPPE9 was the most prominent among the 13 algorithms. Finally, the improved percentages of all CPPEs compared with PPE in the three indicators were counted. The statistical results showed that CPPE6 performed the best, with an increase of $8.9647 \%, 10.4633 \%$, and $14.6716 \%$ compared with PPE in the three indicators of Final, Mean, and Standard, respectively. Based on the above analysis, we believe that, in terms of performance, CPPE6 is the best performing algorithm among all CPPEs, so the Tent map is the best choice to improve the performance of CPPE algorithms.

In Section 4.3, the convergence of different CPPE algorithms and PPE algorithm were compared. The experimental results showed that, compared with PPE, CPPE1, CPPE3, CPPE4, CPPE6, CPPE8, CPPE10, CPPE11, and CPPE12 increased the percentages of the average change rate of the fitness value. Among them, the improvement offered by CPPE3 was the most obvious, with an increase of $65.1776 \%$. Based on the above analysis, we believe that, in terms of convergence, CPPE3 is the best performing algorithm among all CPPEs, so the Singer map is the best choice to improve the convergence of CPPE algorithms.

Though CPPE6 (CPPE with Tent map) had the best performance and CPPE3 had the best convergence, we found CPPE6 to be the best choice among all CPPEs in regard to both performance and convergence. It offered improvements of $8.9647 \%, 10.4633 \%$, and $14.6716 \%$ in the three indicators and $1.1324 \%$ in convergence.

### 4.5. Real-Life Problem: Stock Prediction

We applied our CPPE to stock prediction. Here, Amazon stock and a commonly used prediction model, the LSTM neural network [50], were selected for our experiments. In our experiments, we used CPPE to optimize the three hyperparameters, "hidden_size", "batch_size" and "epochs", of the LSTM neural network to improve the effectiveness of LSTM, where "hidden_size" represents the dimension of hidden layers in LSTM, "batch_size" represents the number of inputs per batch in LSTM, and "epochs" represents the number of training sessions for LSTM. Note that, considering the best choice mentioned in Sections 4.2 and 4.3, we chose the CPPE algorithm with Tent map (CPPE6) to optimize LSTM.

Firstly, data processing was performed on the experimental data selected, which included the highest price, opening price, lowest price, closing price, and trading volume of Amazon's stock every day from 23 October, 2009, to 31 March, 2020. The data was divided into a training set and a test set, with a ratio of 9:1, and standardized.

The parameter settings for CPPE6 and LSTM model are shown in Table 12. In the CPPE6 algorithm, we set the population size to 10, the number of iterations to 10, and all dimensions to 3 , because we needed to optimize the three hyperparameters of LSTM. The range of the solution was set to $[1,300]$. In the LSTM model, the time step was set to 5 , which meant using 5 days of data to predict the next day's data. The solver was set to "adam", and the initial learning rate was set to 0.005 . After 100 rounds of training, we reduced the learning rate to 0.2 times the initial learning rate. Furthermore, in this experiment, the root mean squared error (RMSE) of the LSTM model was used as the fitness value of the CPPE6 algorithm.

After the experiment, we obtained three optimized hyperparameters: hidden_size $=179$, batch_size $=110$, and epochs $=181$ with $\mathrm{RMSE}=0.05762$. Then, we input the three solutions into the LSTM model and obtained predicted results, as shown in Figure 5. The horizontal axis represents days sorted by time and the vertical axis represents stock value, where the red curve represents the predicted value, and the blue curve represents the real value. Thus, it can be seen that the predicted curve was relatively consistent with the real curve.

Table 12. Parameter settings for real application experiments.

| Parameters | Values |
| :--- | :--- |
| Population_Number | 10 |
| Max_Gen | 10 |
| Dimension | 3 |
| L, U | 1,300 |
| Time_step | 5 |
| Solver | "adam" |
| Learning_rate | 0.005 |



Figure 5. Prediction results on Amazon stock using CPPE6-LSTM.

## 5. Conclusions

This study proposes a Chaotic-based Phasmatodea Population Evolution (CPPE) algorithm by integrating chaotic mapping into the Phasmatodea Population Evolution (PPE) algorithm. To investigate the impact of various chaotic maps on the algorithm, 12 different chaotic maps were combined with CPPE, resulting in 12 CPPEs. The objective of this study was to determine whether CPPE outperforms PPE in terms of performance and convergence. To validate this claim, 28 benchmark functions were employed in the testing phase. Experimental results demonstrated that CPPE significantly improved both the performance and convergence speed of the algorithm. Among all chaotic maps, the Tent map is considered to be the best choice to improve the performance of the CPPE algorithm. Compared with PPE, CPPE with Tent map improved Final, Mean, and Standard by $8.9647 \%$, $10.4633 \%$, and $14.6716 \%$, respectively. Moreover, the Singer map is considered to be the best choice to improve the convergence speed of the CPPE algorithm, and CPPE with Singer map was $65.1776 \%$ higher than PPE. Furthermore, we applied CPPE6 to stock prediction. Overall, this study contributes to the advancement of population-based optimization algorithms and provides insights into the impact of chaotic mapping on algorithmic performance.
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## Abbreviations

The following abbreviations are used in this manuscript:

| PPE | Phasmatodea Population Evolution |
| :--- | :--- |
| CPPE | Chaotic-based Phasmatodea Population Evolution |
| GA | Generic Algorithm |
| DE | Differential Evolution |
| PSO | Particle Swarm Optimization |
| WOA | Whale Optimization Algorithm |
| BOA | Butterfly Optimization Algorithm |
| GOA | Grasshopper Optimization Algorithm |
| CMBSA | Bird Swarm Algorithm with Chaotic Mapping |
| BSA | Bird Swarm Algorithm |
| SSA | Sparrow Search Algorithm |
| CLS | Chaotic Local Search |
| GWO | Gray Wolf Optimization |
| CHHO | Chaotic Harris Hawks Optimization |
| HHO | Harris Hawks Optimization |
| CQFFA | Chaotic Quasi-oppositional Farmland Fertility Algorithm |
| CSBOA | Chaotic Satin Bowerbird Optimization Algorithm |
| CSGO | Chaotic Social Group Optimization |
| SGO | Social Group Optimization |
| MPPE | Multigroup-based Phasmatodea Population Evolution Algorithm with Multistrategy |
| APPE | Advanced Phasmatodea Population Evolution Algorithm |
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