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#### Abstract

In this paper, a new parameter for population management is implemented in the Differential Evolution algorithm. The new scheme integrates a set of operators that analyze the exploration and exploitation effects during its operation. With these operators, the new method obtains important knowledge about its population diversity during its evolution. Under such conditions, the proposed method can reduce its population when the diversity is too low in order to reduce its computational cost and improve its search capacities simultaneously. To test the new additions, the proposed algorithm has been tested in a set of 29 complex functions and two interplanetary trajectory design problems. The outcome of the tests demonstrates a greatly improved performance when compared to the original Differential Evolution algorithm, a few of its most successful variants, and other algorithms.
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## 1. Introduction

Since their inception, metaheuristic algorithms have been a fixture of the optimization field [1]. These optimization methods make use of stochastic schemes to find a heuristic that could provide the solution to a certain problem. Metaheuristic algorithms are mainly utilized when dealing with complex and nonlinear optimization problems.

Most metaheuristic algorithms employ search agents that follow certain rules or behaviors to explore a feasible solution space and find possible solutions. This confers them several benefits, among them is the ability to exchange knowledge obtained between the search agents, or the development of a healthy diversity between the individuals, which ensures the efficient exploration of the solution space $[2,3]$.

The most common classification for metaheuristic algorithms considers three different categories: physics, evolution, and swarm based, each according to the phenomenon from which each algorithm is inspired. Physics based algorithms such as the Simulated Annealing (SA) [4], the Gravitational Search Algorithm (GSA) [5] and the States of Matter Search (SMS) [6] deal with themes such as thermodynamics, gravitation and the states of matter, while instead, evolution based algorithms like the Genetic

[^0]Algorithm (GA) [7], the Differential Evolution (DE) [8], the SelfAdaptative Differential Evolution (JADE) [9] or the Evolutionary Strategies (ES) [10] imitate concepts from natural evolution like reproduction and mutation. Lastly, swarm based algorithms usually find inspiration in the collective intelligence of different species of animals such as the Particle Swarm Optimization (PSO) algorithm [11], the Artificial Bee Colony ( ABC ) algorithm [12], the Firefly Algorithm (FA) [13], the Cuckoo Search (CS) algorithm [14], the Social Spider Optimization (SSO) algorithm [15], the Crow Search Algorithm (CSA) [16], Moth Flame Optimization (MFO) algorithm [17] and the Bat Algorithm (BA) [18].

However, there seems to be a lack of information, or knowledge, regarding how and why they enjoy such great success in the optimization field [19]. Consequently, several attempts have been conducted to analyze and understand the inner workings happening during the optimization process of any metaheuristic algorithm [20-24].

One major hurdle for the optimal performance of metaheuristic algorithms is the correct setting of their parameters [25, 26]. While there are some algorithms that employ sophisticated self-adaptative parameters that reduce the need for the user to manually tune them (CMA-ES [27], SHADE [28], L-SHADE [29], MPADE [30]), most do not enjoy this capability. Many techniques have been developed to take on this problem, and they have been divided in two classifications, off-line and on-line tuning [3134]. Off-line tuning is when the parameters are determined before running the metaheuristic algorithm, conversely, on-line tuning is when the parameters are controlled or updated during the runtime of the algorithm. Some of the most popular off-line tuning
methods are: F-Race [35], REVAC [36], ParamILS [37], SPO [38], SMAC [39], while some of the best know examples of successful on-line tuning are the previously mentioned self-adaptative algorithms, or the Adaptative Operator Selection [40] methodology which tries to dynamically find the best evolutionary operator among many, to improve the results of a metaheuristic algorithm.

In this paper, observations made in previous analysis of the exploration and exploitation balance employed by metaheuristic algorithms [20], have been used to design new search operators to increase efficiency and performance in metaheuristic algorithms. These new search operators have been added to the original Differential Evolution algorithm. This is one of the most popular optimization approaches thanks to its robustness, precision, adaptability, simplicity, and performance. It is also one of the most extensively studied metaheuristic algorithms [41]. The simplicity, adaptability, and huge amount of previous research to consult made this algorithm the perfect base in which to add the newly developed operators.

To test the effectiveness of the proposed algorithm, an experimental comparison has been conducted. The set of optimization problems utilized for this comparison is composed of 29 benchmark functions, which are comprised of an assortment of multimodal, unimodal, hybrid and shifted functions. In addition to this, the comparison contains the experimental results on two interplanetary trajectory design problems. The results demonstrate a greatly improved performance when compared to the original Differential Evolution algorithm, a few of its most successful variants, and other metaheuristic algorithms.

This paper has been organized in the following manner: Section 2, details the particulars of the Differential Evolution (DE) algorithm. In Section 3, we discuss previous work from whence the observations that became the new search operators were noted. In Section 4, the Population Reduction Differential Evolution (PRDE) is explained. Section 5, the experimental analysis of optimization functions is presented. In Section 6, the Population Reduction operator is utilized in three other algorithms. Section 7 presents an analysis of the results obtained in real-world engineering problems. Finally, Section 8, details the conclusions drawn.

## 2. Differential evolution

The Differential evolution is a metaheuristic algorithm for optimization proposed by Storn and Price [8] in 1997. It is one of the most popular optimization algorithms of the many which find inspiration in the natural laws of evolution.

Like most of the other evolutionary algorithms, the DE initiates its iterative process by generating a random population of search agents spread inside the boundaries of the search space of any given optimization problem. This initial population is then "evolved" through the iterative process by applying several processes such as mutation, crossover, and selection.

The mutation process involves the generation of new "mutated" solutions for each individual solution in the population. Considering the population of solutions as $\boldsymbol{X}=\left\{\boldsymbol{X}_{\mathbf{1}}, \boldsymbol{X}_{\mathbf{2}}, \ldots \boldsymbol{X}_{n p}\right\}$ where $n p$ is the size of the population, the mutation process can be illustrated as:
$\boldsymbol{M}_{\boldsymbol{i}}=\boldsymbol{X}_{\boldsymbol{c}}+F\left(\boldsymbol{X}_{\boldsymbol{a}}-\boldsymbol{X}_{\boldsymbol{b}}\right)$
where $a, b$ and $c$ are three different population indexes chosen at random, and the parameter $F$ is the scaling factor, which is used to control the magnitude of the differential variation $\left(\boldsymbol{X}_{\boldsymbol{a}}-\boldsymbol{X}_{\boldsymbol{b}}\right)$. Eq. (1) represents the most basic mutation strategy, also called "rand/1", but many different variants have been proposed; the following five are some of the most popular.
"rand/2"
$\boldsymbol{M}_{\boldsymbol{i}}=\boldsymbol{X}_{\boldsymbol{f}}+F\left(\boldsymbol{X}_{\boldsymbol{a}}-\boldsymbol{X}_{\boldsymbol{b}}\right)+F\left(\boldsymbol{X}_{\boldsymbol{c}}-\boldsymbol{X}_{\boldsymbol{d}}\right)$
"best/1"
$\boldsymbol{M}_{\boldsymbol{i}}=\boldsymbol{X}_{\text {best }}+F\left(\boldsymbol{X}_{\boldsymbol{a}}-\boldsymbol{X}_{\boldsymbol{b}}\right)$
"best/2"
$\boldsymbol{M}_{\boldsymbol{i}}=\boldsymbol{X}_{\text {best }}+F\left(\boldsymbol{X}_{\boldsymbol{a}}-\boldsymbol{X}_{\boldsymbol{b}}\right)+F\left(\boldsymbol{X}_{\boldsymbol{c}}-\boldsymbol{X}_{\boldsymbol{d}}\right)$
"current to best/1"
$\boldsymbol{M}_{\boldsymbol{i}}=\boldsymbol{X}_{\boldsymbol{i}}+F\left(\boldsymbol{X}_{\text {best }}-\boldsymbol{X}_{\boldsymbol{a}}\right)+F\left(\boldsymbol{X}_{\boldsymbol{b}}-\boldsymbol{X}_{\boldsymbol{c}}\right)$
"current to pbest/1"
$\boldsymbol{M}_{\boldsymbol{i}}=\boldsymbol{X}_{\boldsymbol{i}}+F\left(\boldsymbol{X}_{\boldsymbol{p}}-\boldsymbol{X}_{\boldsymbol{i}}\right)+F\left(\boldsymbol{X}_{\boldsymbol{a}}-\boldsymbol{X}_{\boldsymbol{b}}\right)$
For the previous equations $a, b, c, d$, and $f$ represent five different population indexes chosen at random, $\boldsymbol{X}_{\text {best }}$ is the best individual in the current population and $p$ is a random population index chosen from the top P individuals.

The different mutation strategies employ different tradeoffs between exploration and exploitation, each of them with its own strengths. The first two, $\mathrm{DE} / \mathrm{rand} / 1$ and $\mathrm{DE} /$ rand/2 are completely random in nature, which confers them a strong explorative capability but with diminished convergence speed. On the other hand, $\mathrm{DE} /$ best/1, $\mathrm{DE} /$ best/2, $\mathrm{DE} /$ current-to-best/ 1 and $\mathrm{DE} /$ current-to-pbest/ 1 exploit the current best solution, which grants them an increased exploitative capability but can also lead to premature convergence. In simpler terms, the first two mutation strategies focus on exploration, while the latter four focus in exploitation [42-45].

The next is the crossover process; this is the combination of each solution with its "mutated" counterpart. Considering that each solution is composed of $n$ dimensions, such that $\boldsymbol{X}_{\boldsymbol{i}}=$ $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, and $\boldsymbol{M}_{\boldsymbol{i}}=\left\{m_{1}, m_{2}, \ldots, m_{n}\right\}$, then the combination is accomplished as follows:
$c_{j}=\left\{\begin{array}{lc}x_{j} & \text { if rand }(0,1) \leq C_{r} \\ m_{j} & \text { otherwise }\end{array} \quad\right.$ for $j=1, \ldots, n$
where $C_{r}$ is the crossover rate, which is used to control the probability that an element from the combined solution was taken from the original or from the mutated solution.

Finally, in the selection process, the combined solution is compared to the original solution in terms of their fitness, with the best of the two being admitted to the next generation, where the whole process starts anew.

## 3. Literature review

While most researchers agree that metaheuristic algorithms perform better when the exploration and exploitation phases reach a correct balance [ $2,3,46$ ], there are very few studies about how to reach this balance or about how balance really affects the performance of an algorithm [19]. In previous work [20], a metric known as dimension-wise diversity measurement [21,23] was utilized to quantify the level of exploration and exploitation through the optimization process of many metaheuristic algorithms; then, the balance employed was compared and contrasted with the performance achieved by each algorithm. This metric is explained in Eqs. (8) and (9).

The results from that work showed that most of the best performing algorithms employed a balance of over $90 \%$ exploitation and less than $10 \%$ exploration in all the types of optimization problems analyzed in the work. Some of the results from that work are shown in Fig. 1.

One of the conclusions gathered from [20] was that the algorithms that generally obtained the best results were spending


Fig. 1. Exploration and exploitation balance of top-performing metaheuristic algorithms in hybrid functions.
most of the time in the exploitation of the search space. Fig. 1 displays the exploration and exploitation balance in hybrid functions. Starting almost immediately, the exploration percentage, which translates directly to the diversity value between search agents, begins to decrease fast until it is so low that by $1 / 3$ of the runtime, the algorithms populations were located in a space so small that the diversity between the search agents was almost null.

By pondering in this newfound knowledge, and since algorithms usually are run a finite amount of function evaluations, one hypothesis was conceived: If the population of an algorithm reaches a diversity between its search agents small enough to be almost null, at that moment, could it be reduced to one search agent and perform the same but using fewer function evaluations? And if this is true, can't those extra function evaluations be used to run the algorithm longer and potentially obtain a better performance in the quality of the solution?

Previous researchers have experimented with dynamic populations in metaheuristic algorithms, employing increasingly complex approaches. Some authors utilize a linear equation to reduce the population progressively during runtime [47,48], while others, a probability mass function to adjust the population [49], there is also work that focuses on increasing the population amount to try to improve performance [50], and algorithms that also utilize the diversity metric to adjust population, but with different methodologies/goals, like [51] which uses it as a form of diversity maintenance, increasing or reducing the population to maintain a relative balance in diversity. Finally, there are even metaheuristic algorithms that use a different external metaheuristic algorithm just to balance its population [52].

We wanted to propose a minimalistic approach to population reduction, with a different goal: improving the performance of the optimization process by reducing the population to improve the efficient use of function evaluations, and only when the diversity reaches a sufficiently small number that warrants the reduction.

## 4. Population reduction differential evolution

To test the hypothesis, a metaheuristic algorithm was modified. The selected algorithm was Differential Evolution with the mutation strategy " $D E /$ rand $/ 1$ ". We wanted to choose one of the most computationally simple algorithms to prove that the proposed operators could help even the most basic algorithms reach and surpass the performance of the more complex recent optimization techniques. The modification consisted of a dynamic population that was reduced when a small enough diversity value was reached. A flow diagram of the Population Reduction Differential Evolution (PR-DE) can be seen inf Fig. 2.

As can be seen in Fig. 2, the additions to the classic DE algorithm take the form of two new processes: Diversity calculation and population reduction.

### 4.1. Diversity calculation

There are two concepts deeply integrated with every Metaheuristic algorithm; those are the concepts of exploration and exploitation. The former is a term used when the group of search


Fig. 2. Flow diagram of dynamic population differential evolution.
agents that the algorithms use to probe the search space or population are distant between one another, searching many different solutions from multiple zones. The latter, when the population is focusing on a small zone where the best solutions have been found, and because of this, the population tends to be very close together.

The dimension-wise diversity [23] is utilized to calculate this variation on the distance between the search agents. This is useful to obtain information regarding the amount of time spent exploiting or exploring the search space during the runtime of any metaheuristic algorithm. This metric defines the diversity between the search agents as:
$\operatorname{Div}_{j}=\frac{1}{n} \sum_{i=1}^{n}\left|\operatorname{median}\left(x^{j}\right)-x_{i}^{j}\right|$
$\operatorname{Div}=\frac{1}{m} \sum_{j=1}^{m} \operatorname{Div}_{j}$
where $x_{i}^{j}$ is the position of the search agent $i$ in dimension $j$. $\operatorname{median}\left(x^{j}\right)$ is the median position of the whole population in dimension $j$. $n$ corresponds to the number of search agents and $m$ is the number of dimensions, or design variables, of the optimization problem.

In other words, $D i v_{j}$ is the measurement of the length between the position of each search agent in a specific dimension to the median position of the entire population in that dimension,
averaged. Then this value is averaged for all the dimensions to obtain the diversity of the population Div. Both are calculated in every iteration.

This computation is added to the DE algorithm at the beginning of every iteration. This allows the algorithm to precisely know the distance between the search agents at any given moment. After every computation of the diversity calculation process, a check is done to see if the diversity value is small enough to warrant the reduction of the population. The check is formulated as:

$$
\begin{aligned}
& \text { if Div }>\text { maxDiv } \\
& \text { maxDiv } \leftarrow \text { Div } \\
& \text { else if Div }<\text { targetDiv } \\
& \quad \text { execute Population reduction }
\end{aligned}
$$

where maxDiv is the biggest diversity reached during the current runtime, and targetDiv is the user set parameter of when to employ the population reduction process.

As the diversity may vary too much between different algorithms and different optimization problems, the parameter targetDiv would need to be set to different values specific to each. To solve this, the value is changed to a percentage of the maximum diversity:
percentDiv $=$ Div $\times \frac{100 \%}{\operatorname{maxDiv}}$
After this, targetDiv is then renamed targetPercent. This change ensures that no matter what the diversity looks like inside the algorithm, the population reduction will be carried out at the same percentage among all the different algorithms and optimization problems. Taking into the account these changes, the check is reformulated as:

$$
\begin{aligned}
& \text { if Div }>\text { maxDiv } \\
& \text { maxDiv } \leftarrow \text { Div } \\
& \text { else if percentDiv }<\text { targetPercent } \\
& \quad \text { execute Population reduction }
\end{aligned}
$$

The targetPercent parameter is paramount to the performance of the PR-DE algorithm; it determines the amount of time the algorithm will spend utilizing the full amount of search agents for exploration. If set too high, the algorithm will reduce its population prematurely, causing it to not perform as efficiently during exploration; if set too low, the algorithm may never reach the point where the diversity is low enough to initiate the population reduction. We recommend a value of 2 for multimodal, unimodal, shifted and hybrid optimization functions, and as high as 50 for real-world optimization problems where the difficulty is much greater.

### 4.2. Population reduction

To ensure that the best solutions are kept after the reduction, the population is sorted according to the quality of their solutions; then, the best is saved as the new reduced population. The number of search agents maintained for this new population is determined by another user set parameter: newPopulationAmount.

It is very important that the algorithm can run for the same amount of function evaluations, no matter the size of the population. To guarantee it, the stop criterion of the algorithm is changed to a number of function evaluations instead of a number of iterations. This allows the algorithm to use the extra function evaluations saved by reducing the population, on extra iterations of the algorithm.

After the population is reduced, the diversity check is disabled, and the algorithm continues normally for the rest of the runtime.

The newPopulationAmount is significant to the performance of the algorithm, but less so that the targetPercent parameter. The
newPopulationAmount determines how many search agents will be available for exploitation. From our tests, we suggest a value of 10 . We did not have to change this value with the increase of difficulty that real-world optimization problems entail; 10 were still enough search agents to locate a precise solution.

## 5. Experiments

To analyze the effectiveness of the hypothesis, an experimental test comparing the results of 10 metaheuristic algorithms: Artificial Bee Colony (ABC) [12], Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [27], Crow Search Algorithm (CSA) [16], Differential Evolution (DE) [8], Self-adaptive differential evolution (JADE) [9], Adaptive Differential Evolution with Linear decrease in population size (L-SHADE) [29], Firefly Algorithm (FA) [13], Moth Flame Optimization (MFO) [17], Adaptative Differential Evolution with novel mutation strategies in multiple sub-populations (MPADE) [30], Particle Search Optimization (PSO) [11], and the proposed algorithm, in a set of 29 benchmark test functions (detailed in Appendix A). The Differential Evolution and its variants (JADE, L-SHADE, MPADE) were selected to compare directly with the original algorithm and some of its state-of-the-art variants, one of which also reduces the population but for different reasons and in a different manner. The rest were chosen to cover a wide variety of design methodologies. The availability of source code has also been an important factor. The maximum function evaluations for every algorithm were set to 5000 * Dimension to ensure a fair comparison. Boundary checks are done in every algorithm where applicable (see Table 1).

For the comparison, each algorithm has been employed to optimize a set of 29 benchmark functions. 30 independent runs were considered and from these results the Average, Median and Standard Deviation were calculated. The Average (AB) and Median (MD) allow us to evaluate the precision of the solutions, meanwhile, the Standard Deviation (SD) is an indicator of the dispersion of the solutions. To validate the performance differences among the algorithms, and validate if a significant statistical difference exist between them, two non-parametric tests have been considered: the Wilcoxon's Rank Sum test for independent samples [53] and, the Friedman test [54].

The experiments have been divided in the following subsections: multimodal functions in Section 5.1, unimodal in Section 5.2, then hybrid and shifted functions in Sections 5.3 and 5.4. Lastly, in Section 5.5 the results of the convergence and diversity analysis are presented. Most of the functions have been taken from literature or from [58].

### 5.1. Results of multimodal test functions

Multimodal functions contain multiple local optima that hinder the algorithms' ability to reach the global optimum without getting trapped. Detailed information of each function can be found in Appendix A [A.1]. Tables 2 and 3 present the optimization results of the different algorithms, considering 30 and 50 dimensions. The best results are highlighted in boldface.

Table 2 shows that in most of the 14 functions the PR-DE algorithm delivered better results than not only the original DE , or the more advanced variants but also than the other metaheuristic algorithm in the comparison. A few exceptions to this exist in functions $f_{7}, f_{10}, f_{11}$ and $f_{12}$ where the best performing algorithms were DE in the first of those functions, MPADE in the second and LSHADE in the last two. The first case is curious because the base DE algorithm managed to obtain the best results in that specific function. This was caused by a very difficult optimization function, where the improved exploitative capabilities were a detriment. DE, thanks to its rand/1 mutation strategy, focused

Table 1
Parameter settings for each algorithm.

| Algorithm | Parameters |
| :---: | :---: |
| PR-DE | initialPopulation $=50$, targetPercent $=2$, newPopulationAmount $=10$, DE parameters were set the same as the original DE algorithm parameters listed below. |
| ABC | Colony population $=124$, Onlooker bees $=62$, Employed bees $=62$, Scout bee $=1$, limit $=100$ [12]. |
| CMA-ES | The parameters were set following the indications given by its author [55]. |
| CSA | Crow population $=50$, Flight length $=2$, awareness probability $=0.1$ [16]. |
| DE | Population $=50$, weight parameter $F=0.75$, crossover probability $C R=0.2$ [56]. The mutation strategy is $\mathrm{DE} / \mathrm{rand} / 1$. |
| JADE | $u F=0.6, u C R=0.5$ [9]. |
| LSHADE | Historical memory size $H=6, p$ value $=0.11$, external archive size $\|\boldsymbol{A}\|=N_{\text {pop }} * 2.6$ where $N_{\text {pop }}$ denotes the population size [29]. |
| MPADE | The parameters were set following the indications given by its author [30]. |
| FA | Randomness factor set to $\alpha=0.98^{i t}$, light absorption coefficient set to $\gamma=1.0$ [13]. |
| MFO | $N_{\text {flames }}=\operatorname{round}\left(\left(N_{p o p}-k\right) * \frac{N_{p o p}-1}{k_{\max }}\right) \text { [17]. }$ |
| PSO | Learning factors $c_{1}$ and $c_{2}=2$. Inertia weight factor decreases linearly starting at 0.9 and ending at 0.2 [57]. |

solely on exploration and managed to escape the multiple local minimums to get closer to the global solution. For the other functions, we believe the results are attributed to the design of the PR-DE algorithm. It is basically an improvement to the exploitative capabilities of an algorithm; this means that if the original algorithms exploration cannot reach the area where the global minimum is located, the new additions cannot improve much.

The experiments were also replicated, considering 50 dimensions instead of 30 . By having almost double the number of design variables, the optimization problems become more difficult to solve; this is done to test how the algorithms perform in increasing challenges. The results of these tests are registered in Table 3. From the results presented, it is apparent that the proposed algorithm maintained its performance, obtaining once again the better results in the comparison, in 9 of the 14 functions.

To analyze the difference between the distinct optimization methods, and establish if a statistically significant difference between them exists, the Wilcoxon's Rank Sum test for independent samples [53], was utilized. In this test, the null hypothesis establishes that the difference between two algorithms is not discernible. Opposite that, the alternative hypothesis means that the difference between the algorithms is significant. If the $p$-value is smaller than the significance level of 0.05 the null hypothesis is rejected. The resultant $p$-values are reported in Table 4. They have been obtained from the results of multimodal functions with 30 design variables. To aid in the analysis of the following table, the symbols $\boldsymbol{\Delta}, \boldsymbol{V}$ and $\downarrow$ are utilized. These symbols indicate if the PR-DE algorithm had better performance, less performance or equal performance than the compared method. From the $p$ values shown below, it is evident that all of them are below the significance level. This indicates that the proposed method is significantly distinct from the other methods. The few NaN values were there in the cases when both algorithms managed to reach the global solution in all the runs.

Table 2
Results for multimodal functions with 30 design variables.

| Function |  | PR-DE | DE | JADE | LSHADE | MPADE | ABC | CMA-ES | CSA | FA | MFO | PSO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | AB | 5.22E-15 | 6.82E-09 | $1.64 \mathrm{E}+00$ | 1.46E-14 | 6.63E-15 | $4.88 \mathrm{E}+00$ | $1.30 \mathrm{E}+00$ | $1.72 \mathrm{E}+01$ | 3.56E-01 | $6.08 \mathrm{E}+00$ | 5.73E-09 |
|  | MD | 7.11E-15 | 6.18E-09 | $1.65 \mathrm{E}+00$ | $1.42 \mathrm{E}-14$ | 7.11E-15 | $4.90 \mathrm{E}+00$ | $4.20 \mathrm{E}-09$ | $1.73 \mathrm{E}+01$ | 3.56E-01 | 7.14E-09 | 3.95E-09 |
|  | SD | 6.49E-16 | 2.26E-09 | $4.79 \mathrm{E}-01$ | $4.70 \mathrm{E}-15$ | $1.23 \mathrm{E}-15$ | $9.22 \mathrm{E}-01$ | $4.95 \mathrm{E}+00$ | $3.93 \mathrm{E}-01$ | $3.20 \mathrm{E}-02$ | $8.47 \mathrm{E}+00$ | 6.09E-09 |
| $f_{2}$ | AB | 6.67E-01 | 6.67E-01 | 6.67E-01 | 6.67E-01 | 6.67E-01 | 8.91E-01 | 6.67E-01 | $1.51 \mathrm{E}+05$ | 8.78E-01 | $1.82 \mathrm{E}+04$ | 8.04E-01 |
|  | MD | 6.67E-01 | 6.67E-01 | 6.67E-01 | 6.67E-01 | 6.67E-01 | 7.37E-01 | 6.67E-01 | $1.53 \mathrm{E}+05$ | $8.24 \mathrm{E}-01$ | $8.38 \mathrm{E}+01$ | 6.67E-01 |
|  | SD | 1.06E-06 | $1.45 \mathrm{E}-03$ | $1.27 \mathrm{E}-05$ | $0.00 \mathrm{E}+00$ | 0.00E +00 | $2.94 \mathrm{E}-01$ | 7.29E-06 | $3.59 \mathrm{E}+04$ | $1.12 \mathrm{E}-01$ | $6.39 \mathrm{E}+04$ | $4.82 \mathrm{E}-01$ |
| $f_{3}$ | AB | 2.73E-179 | $2.71 \mathrm{E}-39$ | $2.88 \mathrm{E}-31$ | $6.82 \mathrm{E}-79$ | $9.03 \mathrm{E}-90$ | $1.31 \mathrm{E}-18$ | $1.16 \mathrm{E}-57$ | $1.23 \mathrm{E}-01$ | 3.07E-14 | 6.85E-36 | 3.94E-31 |
|  | MD | 1.52E-183 | $1.63 \mathrm{E}-39$ | 8.24E-38 | $7.35 \mathrm{E}-84$ | 2.63E-91 | $1.23 \mathrm{E}-19$ | $1.03 \mathrm{E}-58$ | $1.27 \mathrm{E}-01$ | 3.00E-14 | 5.39E-39 | $2.01 \mathrm{E}-32$ |
|  | SD | 0.00E +00 | $4.98 \mathrm{E}-39$ | 7.52E-31 | $3.73 \mathrm{E}-78$ | 3.97E-89 | $4.94 \mathrm{E}-18$ | $4.56 \mathrm{E}-57$ | $3.65 \mathrm{E}-02$ | $1.34 \mathrm{E}-14$ | 3.62E-35 | $1.34 \mathrm{E}-30$ |
| $f_{4}$ | AB | 1.50E-32 | $4.30 \mathrm{E}-17$ | $3.63 \mathrm{E}-02$ | $1.98 \mathrm{E}-30$ | $1.03 \mathrm{E}-29$ | $3.55 \mathrm{E}+00$ | $5.45 \mathrm{E}+01$ | $5.42 \mathrm{E}+01$ | 1.26E-01 | $2.70 \mathrm{E}+01$ | 3.46E-01 |
|  | MD | 1.50E-32 | $4.23 \mathrm{E}-17$ | $7.71 \mathrm{E}-09$ | $1.01 \mathrm{E}-30$ | $6.11 \mathrm{E}-30$ | $2.89 \mathrm{E}+00$ | $5.58 \mathrm{E}+01$ | $5.53 \mathrm{E}+01$ | $5.30 \mathrm{E}-03$ | $2.51 \mathrm{E}+01$ | $4.10 \mathrm{E}-18$ |
|  | SD | 1.11E-47 | $1.92 \mathrm{E}-17$ | $1.16 \mathrm{E}-01$ | $2.81 \mathrm{E}-30$ | $1.07 \mathrm{E}-29$ | $1.97 \mathrm{E}+00$ | $1.28 \mathrm{E}+01$ | $7.43 \mathrm{E}+00$ | $2.91 \mathrm{E}-01$ | $1.25 \mathrm{E}+01$ | 7.03E-01 |
| $f_{5}$ | AB | 0.00E +00 | 0.00E +00 | 0.00E +00 | 2.20E-09 | 6.59E-16 | 0.00E+00 | 0.00E +00 | 8.21E-02 | 6.76E-10 | 0.00E +00 | 2.50E-31 |
|  | MD | 0.00E +00 | 0.00E +00 | $0.00 \mathrm{E}+00$ | 0.00E +00 | 0.00E +00 | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $8.46 \mathrm{E}-02$ | $6.38 \mathrm{E}-10$ | 0.00E +00 | 0.00E +00 |
|  | SD | 0.00E +00 | 0.00E +00 | 0.00E +00 | $1.20 \mathrm{E}-08$ | 3.56E-15 | 0.00E +00 | 0.00E +00 | $2.08 \mathrm{E}-02$ | 3.12E-10 | $0.00 \mathrm{E}+00$ | $6.10 \mathrm{E}-31$ |
| $f_{6}$ | AB | 0.00E+00 | $7.09 \mathrm{E}-278$ | $1.61 \mathrm{E}-77$ | 1.12E-190 | 4.57E-84 | $2.03 \mathrm{E}-41$ | 2.60E-54 | $3.71 \mathrm{E}+00$ | $6.65 \mathrm{E}-60$ | 0.00E+00 | 7.46E-94 |
|  | MD | 0.00E +00 | $5.89 \mathrm{E}-287$ | $3.54 \mathrm{E}-94$ | $4.55 \mathrm{E}-231$ | $2.75 \mathrm{E}-109$ | $4.66 \mathrm{E}-50$ | $1.29 \mathrm{E}-205$ | $3.49 \mathrm{E}-01$ | 4.76E-61 | $0.00 \mathrm{E}+00$ | $3.23 \mathrm{E}-238$ |
|  | SD | 0.00E +00 | $0.00 \mathrm{E}+00$ | $8.50 \mathrm{E}-77$ | $\mathbf{0 . 0 0 E}+00$ | $1.46 \mathrm{E}-83$ | $1.11 \mathrm{E}-40$ | $1.42 \mathrm{E}-53$ | $1.23 \mathrm{E}+01$ | 1.94E-59 | 0.00E +00 | 4.09E-93 |
| $f_{7}$ | AB | $1.17 \mathrm{E}+01$ | $1.32 \mathrm{E}+00$ | $1.86 \mathrm{E}+01$ | $3.97 \mathrm{E}+01$ | 3.29E+01 | $6.91 \mathrm{E}+02$ | $3.68 \mathrm{E}+01$ | $6.77 \mathrm{E}+75$ | $1.16 \mathrm{E}+02$ | $2.15 \mathrm{E}+02$ | $1.37 \mathrm{E}+02$ |
|  | MD | $3.04 \mathrm{E}+00$ | 5.15E-01 | $3.42 \mathrm{E}+00$ | $3.00 \mathrm{E}+01$ | 7.97E+00 | $4.42 \mathrm{E}+02$ | $3.23 \mathrm{E}+00$ | $1.22 \mathrm{E}+74$ | $7.87 \mathrm{E}+01$ | $8.54 \mathrm{E}+01$ | $5.42 \mathrm{E}+01$ |
|  | SD | $2.16 \mathrm{E}+01$ | $2.16 \mathrm{E}+00$ | $4.44 \mathrm{E}+01$ | $3.92 \mathrm{E}+01$ | $6.11 \mathrm{E}+01$ | $9.25 \mathrm{E}+02$ | $6.99 \mathrm{E}+01$ | $3.33 \mathrm{E}+76$ | $9.19 \mathrm{E}+01$ | $2.72 \mathrm{E}+02$ | $2.40 \mathrm{E}+02$ |
| $f_{8}$ | AB | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.28 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $5.74 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.32 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ |
|  | MD | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.30 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $5.80 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.25 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ |
|  | SD | 0.00E +00 | 0.00E +00 | 0.00E +00 | 0.00E +00 | 0.00E +00 | $1.65 \mathrm{E}+00$ | $\mathbf{0 . 0 0 E}+00$ | $2.08 \mathrm{E}+00$ | $\mathbf{0 . 0 0 5}+00$ | $3.94 \mathrm{E}+00$ | $\mathbf{0 . 0 0 5}+00$ |
| $f_{9}$ | AB | 2.08E-28 | $5.64 \mathrm{E}+01$ | 3.12E-01 | 3.86E-03 | 9.50E-14 | $1.07 \mathrm{E}+01$ | $1.73 \mathrm{E}-12$ | $1.89 \mathrm{E}+10$ | $1.30 \mathrm{E}+03$ | $9.13 \mathrm{E}-14$ | 3.52E-11 |
|  | MD | 1.70E-28 | $5.79 \mathrm{E}+01$ | $2.03 \mathrm{E}-01$ | $4.22 \mathrm{E}-20$ | $1.07 \mathrm{E}-18$ | $5.82 \mathrm{E}+00$ | $1.42 \mathrm{E}-12$ | $1.93 \mathrm{E}+10$ | $1.31 \mathrm{E}+03$ | $1.51 \mathrm{E}-14$ | $8.31 \mathrm{E}-12$ |
|  | SD | 8.92E-29 | $1.34 \mathrm{E}+01$ | $3.71 \mathrm{E}-01$ | $1.26 \mathrm{E}-02$ | $3.55 \mathrm{E}-13$ | $1.50 \mathrm{E}+01$ | $1.26 \mathrm{E}-12$ | $4.83 \mathrm{E}+09$ | $1.42 \mathrm{E}+02$ | $2.23 \mathrm{E}-13$ | $5.28 \mathrm{E}-11$ |
| $f_{10}$ | AB | $1.03 \mathrm{E}+01$ | $1.03 \mathrm{E}+01$ | $1.07 \mathrm{E}+01$ | $8.74 \mathrm{E}+00$ | $8.89 \mathrm{E}+00$ | 8.48E+00 | $8.67 \mathrm{E}+00$ | $2.40 \mathrm{E}+01$ | $9.29 \mathrm{E}+00$ | $1.29 \mathrm{E}+01$ | $9.27 \mathrm{E}+00$ |
|  | MD | $1.03 \mathrm{E}+01$ | $1.03 \mathrm{E}+01$ | $1.06 \mathrm{E}+01$ | $8.77 \mathrm{E}+00$ | $8.97 \mathrm{E}+00$ | 8.51E+00 | $8.82 \mathrm{E}+00$ | $2.40 \mathrm{E}+01$ | $9.41 \mathrm{E}+00$ | $1.02 \mathrm{E}+01$ | $9.21 \mathrm{E}+00$ |
|  | SD | $3.72 \mathrm{E}-01$ | $3.54 \mathrm{E}-01$ | $5.02 \mathrm{E}-01$ | 3.08E-01 | $5.15 \mathrm{E}-01$ | $3.61 \mathrm{E}-01$ | $4.68 \mathrm{E}-01$ | $2.48 \mathrm{E}+00$ | $4.55 \mathrm{E}-01$ | $7.06 \mathrm{E}+00$ | $3.97 \mathrm{E}-01$ |
| $f_{11}$ | AB | $2.57 \mathrm{E}+01$ | $2.69 \mathrm{E}+01$ | $2.14 \mathrm{E}+01$ | $5.11 \mathrm{E}+00$ | $2.85 \mathrm{E}+00$ | $6.57 \mathrm{E}+01$ | $8.38 \mathrm{E}+00$ | $2.53 \mathrm{E}+05$ | 5.03E+01 | 7.10E+04 | $2.96 \mathrm{E}+01$ |
|  | MD | $2.55 \mathrm{E}+01$ | $2.63 \mathrm{E}+01$ | $2.45 \mathrm{E}+01$ | $5.04 \mathrm{E}+00$ | $2.70 \mathrm{E}+00$ | $6.98 \mathrm{E}+01$ | $8.42 \mathrm{E}+00$ | $2.47 \mathrm{E}+05$ | $2.78 \mathrm{E}+01$ | $5.58 \mathrm{E}+04$ | $2.44 \mathrm{E}+01$ |
|  | SD | $2.26 \mathrm{E}+00$ | $2.24 \mathrm{E}+00$ | $1.39 \mathrm{E}+01$ | $1.12 \mathrm{E}+00$ | $1.31 \mathrm{E}+00$ | $5.50 \mathrm{E}+01$ | 4.02E-01 | $6.52 \mathrm{E}+04$ | $3.43 \mathrm{E}+01$ | $6.04 \mathrm{E}+04$ | $1.75 \mathrm{E}+01$ |
| $f_{12}$ | AB | 3.87E-01 | $1.20 \mathrm{E}+00$ | $3.07 \mathrm{E}+00$ | 2.92E-08 | 8.41E-09 | $4.17 \mathrm{E}+00$ | $4.25 \mathrm{E}-07$ | $4.91 \mathrm{E}+01$ | $7.45 \mathrm{E}-01$ | $4.75 \mathrm{E}+01$ | 8.23E-01 |
|  | MD | $2.95 \mathrm{E}-01$ | $1.22 \mathrm{E}+00$ | $2.35 \mathrm{E}-02$ | $2.28 \mathrm{E}-08$ | 7.72E-09 | $4.12 \mathrm{E}+00$ | $3.98 \mathrm{E}-07$ | $4.95 \mathrm{E}+01$ | $5.62 \mathrm{E}-01$ | $5.00 \mathrm{E}+01$ | $8.10 \mathrm{E}-01$ |
|  | SD | $2.61 \mathrm{E}-01$ | $1.45 \mathrm{E}-01$ | $8.15 \mathrm{E}+00$ | $2.41 \mathrm{E}-08$ | 4.54E-09 | $1.11 \mathrm{E}+00$ | $1.88 \mathrm{E}-07$ | $3.15 \mathrm{E}+00$ | $5.45 \mathrm{E}-01$ | $9.76 \mathrm{E}+00$ | $2.20 \mathrm{E}-01$ |
| $f_{13}$ | AB | 9.46E-56 | 3.17E-09 | $9.51 \mathrm{E}-01$ | 3.68E-09 | 8.86E-04 | $2.61 \mathrm{E}+02$ | $1.33 \mathrm{E}+28$ | $1.13 \mathrm{E}+29$ | $4.24 \mathrm{E}+00$ | $4.50 \mathrm{E}+02$ | $6.40 \mathrm{E}+01$ |
|  | MD | 6.25E-56 | $3.01 \mathrm{E}-09$ | 8.53E-01 | $2.11 \mathrm{E}-11$ | $4.45 \mathrm{E}-04$ | $2.62 \mathrm{E}+02$ | 1.15E-04 | $2.23 \mathrm{E}+28$ | $4.35 \mathrm{E}+00$ | $4.50 \mathrm{E}+02$ | 1.44E-09 |
|  | SD | 1.11E-55 | $9.10 \mathrm{E}-10$ | 7.57E-01 | $1.76 \mathrm{E}-08$ | 1.02E-03 | $6.12 \mathrm{E}+01$ | $7.25 \mathrm{E}+28$ | $2.26 \mathrm{E}+29$ | $3.68 \mathrm{E}-01$ | $2.19 \mathrm{E}+02$ | $1.42 \mathrm{E}+02$ |
| $f_{14}$ |  | $-1.17 \mathrm{E}+03$ | $-1.17 \mathrm{E}+03$ | $-1.17 \mathrm{E}+03$ | $-1.17 \mathrm{E}+03$ | $-1.16 \mathrm{E}+03$ | $-9.95 \mathrm{E}+02$ | $-9.67 \mathrm{E}+02$ | $-7.31 \mathrm{E}+02$ | $-1.09 \mathrm{E}+03$ | $-1.04 \mathrm{E}+03$ |  |
|  | MD | $-1.17 \mathrm{E}+03$ | $-1.17 \mathrm{E}+03$ | $-1.17 \mathrm{E}+03$ | $-1.17 \mathrm{E}+03$ | $-1.16 \mathrm{E}+03$ | $-9.98 \mathrm{E}+02$ | $-9.70 \mathrm{E}+02$ | $-7.33 \mathrm{E}+02$ | $-1.09 \mathrm{E}+03$ | $-1.03 \mathrm{E}+03$ | $-1.01 \mathrm{E}+03$ |
|  | SD | $4.22 \mathrm{E}-14$ | 0.00E +00 | $1.29 \mathrm{E}+01$ | $2.58 \mathrm{E}+00$ | $1.29 \mathrm{E}+01$ | $3.04 \mathrm{E}+01$ | $5.04 \mathrm{E}+01$ | $2.86 \mathrm{E}+01$ | $2.96 \mathrm{E}+01$ | $3.31 \mathrm{E}+01$ | $3.54 \mathrm{E}+01$ |
| Win |  | 5 | 1 | 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 | 0 |
| Draw |  | 5 | 4 | 4 | 3 | 2 | 2 | 3 | 0 | 1 | 2 |  |
| Lose |  | 4 | 9 | 10 | 11 | 10 | 12 | 11 | 14 | 13 | 12 | 13 |
| Average rank$p$-value |  | $\begin{aligned} & 2.79 \\ & 7.48 \mathrm{E}-12 \end{aligned}$ | 4.54 | 5.50 | 3.89 | 3.64 | 7.96 | 5.68 | 10.93 | 7.11 | 7.64 | 6.32 |

### 5.2. Results of unimodal test functions

Unimodal functions contain only one optimum, they can help evaluate the accuracy, or exploitative capabilities, of the algorithms. Detailed information can be found in Appendix A [A.2]. Tables 5 and 6 presents the optimization results considering 30 and 50 dimensions. The best results are highlighted in boldface.

As previously said, the main improvement of the new search operators developed for this modified algorithm is in the exploitation capabilities. The results in Table 5 seem to confirm this. In all unimodal functions, the proposed methodology produced much more accurate solutions, with less variation in the results. The superior capabilities demonstrated with these results come from the increased iterations dedicated to the exploitation phase, gained from the eliminated surplus caused by having a huge population with the almost imperceptible difference between each search agent. To be more concise, reducing a big population to only a small amount of the best search agents liberated many function evaluations to be used in more iterations.

To test the algorithm in more difficult problems, the experiments were repeated considering 50 dimensions. Once again, the proposed method proved to be the best performing in all the functions. But more importantly, something interesting came to light. The relation between the original DE algorithm and the proposed variation can be glanced at by comparing the results in 30 and 50 dimensions. The new operators do not, in any way, modify the base algorithm; they are algorithm agnostic additions that could be possibly added to an algorithm to improve its exploitation capability. The additions only begin to take effect once the base algorithm exploration has ended, and the search agents begin to close in a zone of the search space. This means that it depends on the base algorithm to find the correct zone where the global solution is going to be found; any impairment or difficulty that the algorithm experiments while reaching that zone directly translates to fewer improvements that can be gained by the additions. This is very apparent here by looking at the original DE results in 30 and 50 dimensions. The performance worsened by the increase in the difficulty of the optimization problem.

Table 3
Results for multimodal functions with 50 design variables．

| Function |  | PR－DE | DE | JADE | LSHADE | MPADE | ABC | CMA－ES | CSA | FA | MFO | PSO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | AB | $1.33 \mathrm{E}-14$ | $4.03 \mathrm{E}-07$ | $1.47 \mathrm{E}+00$ | $2.53 \mathrm{E}-14$ | 8．41E－15 | $5.54 \mathrm{E}+00$ | $5.04 \mathrm{E}-12$ | $1.81 \mathrm{E}+01$ | 8．47E－02 | $1.59 \mathrm{E}+01$ | $1.25 \mathrm{E}-07$ |
|  | MD | $1.42 \mathrm{E}-14$ | 3．56E－07 | $1.40 \mathrm{E}+00$ | $2.84 \mathrm{E}-14$ | 7．11E－15 | $5.52 \mathrm{E}+00$ | 3．44E－12 | $1.81 \mathrm{E}+01$ | $8.42 \mathrm{E}-02$ | $1.80 \mathrm{E}+01$ | $6.97 \mathrm{E}-08$ |
|  | SD | $1.60 \mathrm{E}-15$ | $2.48 \mathrm{E}-07$ | $4.37 \mathrm{E}-01$ | $5.00 \mathrm{E}-15$ | 2．72E－15 | $8.71 \mathrm{E}-01$ | $4.50 \mathrm{E}-12$ | $2.80 \mathrm{E}-01$ | $4.16 \mathrm{E}-03$ | $5.72 \mathrm{E}+00$ | $1.51 \mathrm{E}-07$ |
| $f_{2}$ | AB | 6．67E－01 | 6．68E－01 | $6.84 \mathrm{E}-01$ | 6．67E－01 | 6．67E－01 | $1.11 \mathrm{E}+00$ | 6．67E－01 | $7.98 \mathrm{E}+05$ | $9.36 \mathrm{E}-01$ | $2.05 \mathrm{E}+05$ | $1.24 \mathrm{E}+00$ |
|  | MD | 6．67E－01 | 6．67E－01 | 6．67E－01 | 6．67E－01 | 6．67E－01 | $9.68 \mathrm{E}-01$ | 6．67E－01 | $8.04 \mathrm{E}+05$ | 7．81E－01 | $3.63 \mathrm{E}+04$ | 6．67E－01 |
|  | SD | $2.36 \mathrm{E}-06$ | 2．22E－03 | $5.45 \mathrm{E}-02$ | 0．00E +00 | $9.67 \mathrm{E}-17$ | $4.88 \mathrm{E}-01$ | $3.17 \mathrm{E}-08$ | $1.10 \mathrm{E}+05$ | $4.57 \mathrm{E}-01$ | $3.17 \mathrm{E}+05$ | $1.48 \mathrm{E}+00$ |
| $f_{3}$ | AB | 1．13E－115 | $1.34 \mathrm{E}-25$ | $1.14 \mathrm{E}-29$ | $2.61 \mathrm{E}-80$ | $1.53 \mathrm{E}-107$ | 6．66E－19 | 3．30E－71 | $4.95 \mathrm{E}-01$ | $1.45 \mathrm{E}-16$ | 1．16E－01 | $2.42 \mathrm{E}-24$ |
|  | MD | 2．87E－119 | $1.01 \mathrm{E}-25$ | $1.84 \mathrm{E}-33$ | $2.42 \mathrm{E}-81$ | $2.92 \mathrm{E}-111$ | $9.33 \mathrm{E}-20$ | 1．28E－72 | $5.24 \mathrm{E}-01$ | $1.36 \mathrm{E}-16$ | $8.82 \mathrm{E}-32$ | 7．32E－25 |
|  | SD | $4.25 \mathrm{E}-115$ | $1.35 \mathrm{E}-25$ | $3.23 \mathrm{E}-29$ | $7.57 \mathrm{E}-80$ | 5．52E－107 | $2.05 \mathrm{E}-18$ | $1.13 \mathrm{E}-70$ | $1.25 \mathrm{E}-01$ | $8.33 \mathrm{E}-17$ | $3.54 \mathrm{E}-01$ | $4.24 \mathrm{E}-24$ |
| $f_{4}$ | AB | $1.83 \mathrm{E}-32$ | $1.73 \mathrm{E}-12$ | 3．38E－01 | 3．30E－30 | 8．95E－03 | $4.60 \mathrm{E}+00$ | $6.13 \mathrm{E}+01$ | $1.31 \mathrm{E}+02$ | $2.85 \mathrm{E}+00$ | $5.67 \mathrm{E}+01$ | $1.92 \mathrm{E}+00$ |
|  | MD | $1.50 \mathrm{E}-32$ | 1．70E－12 | $8.95 \mathrm{E}-02$ | $2.70 \mathrm{E}-30$ | 1．50E－32 | $4.05 \mathrm{E}+00$ | $7.44 \mathrm{E}+01$ | $1.30 \mathrm{E}+02$ | $2.27 \mathrm{E}+00$ | $5.22 \mathrm{E}+01$ | $1.73 \mathrm{E}+00$ |
|  | SD | 1．82E－32 | 7．27E－13 | $4.37 \mathrm{E}-01$ | $2.66 \mathrm{E}-30$ | $2.73 \mathrm{E}-02$ | $2.92 \mathrm{E}+00$ | $4.22 \mathrm{E}+01$ | $1.11 \mathrm{E}+01$ | $2.23 \mathrm{E}+00$ | $1.65 \mathrm{E}+01$ | $1.78 \mathrm{E}+00$ |
| $f_{5}$ | AB | 0．00E +00 | 0．00E +00 | 0．00E +00 | $2.71 \mathrm{E}-07$ | 0．00E +00 | 0．00E +00 | 0．00E +00 | $1.71 \mathrm{E}-01$ | $6.87 \mathrm{E}-12$ | $\mathbf{0 . 0 0 E}+00$ | $4.16 \mathrm{E}-30$ |
|  | MD | 0．00E +00 | 0．00E +00 | 0．00E +00 | $1.75 \mathrm{E}-07$ | 0．00E +00 | $0.00 \mathrm{E}+00$ | 0．00E +00 | $1.72 \mathrm{E}-01$ | $5.76 \mathrm{E}-12$ | $0.00 \mathrm{E}+00$ | $3.16 \mathrm{E}-30$ |
|  | SD | 0．00E +00 | 0．00E +00 | 0．00E +00 | $2.77 \mathrm{E}-07$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | $2.62 \mathrm{E}-02$ | $3.04 \mathrm{E}-12$ | $0.00 \mathrm{E}+00$ | $4.63 \mathrm{E}-30$ |
| $f_{6}$ | AB | $0.00 \mathrm{E}+00$ | $8.72 \mathrm{E}-299$ | 1．32E－131 | 0．00E +00 | $1.61 \mathrm{E}-143$ | 3．97E－48 | $1.75 \mathrm{E}-236$ | $1.49 \mathrm{E}+05$ | $3.20 \mathrm{E}-112$ | 0．00E＋00 | $4.28 \mathrm{E}-136$ |
|  | MD | 0．00E +00 | $0.00 \mathrm{E}+00$ | 3．99E－160 | 0．00E +00 | $2.19 \mathrm{E}-217$ | 6．64E－59 | $0.00 \mathrm{E}+00$ | $1.56 \mathrm{E}+04$ | $4.53 \mathrm{E}-118$ | $0.00 \mathrm{E}+00$ | $1.88 \mathrm{E}-253$ |
|  | SD | 0．00E +00 | 0．00E +00 | $7.24 \mathrm{E}-131$ | 0．00E +00 | $8.81 \mathrm{E}-143$ | $2.15 \mathrm{E}-47$ | $0.00 \mathrm{E}+00$ | $3.33 \mathrm{E}+05$ | $1.46 \mathrm{E}-111$ | 0．00E +00 | $2.34 \mathrm{E}-135$ |
| $f_{7}$ | AB | $5.34 \mathrm{E}+01$ | $1.07 \mathrm{E}+01$ | $3.18 \mathrm{E}+09$ | $2.51 \mathrm{E}+02$ | $2.29 \mathrm{E}+02$ | $1.00 \mathrm{E}+10$ | $5.58 \mathrm{E}+02$ | $1.86 \mathrm{E}+153$ | $1.07 \mathrm{E}+91$ | $2.40 \mathrm{E}+74$ | $3.17 \mathrm{E}+11$ |
|  | MD | $3.00 \mathrm{E}+01$ | 7．74E＋00 | $5.05 \mathrm{E}+01$ | $1.19 \mathrm{E}+02$ | $3.00 \mathrm{E}+01$ | $1.00 \mathrm{E}+10$ | $1.86 \mathrm{E}+02$ | $6.27 \mathrm{E}+151$ | $2.24 \mathrm{E}+65$ | $9.76 \mathrm{E}+37$ | $1.97 \mathrm{E}+05$ |
|  | SD | $9.47 \mathrm{E}+01$ | $1.07 \mathrm{E}+01$ | $1.74 \mathrm{E}+10$ | $3.42 \mathrm{E}+02$ | $5.42 \mathrm{E}+02$ | 0．00E +00 | $8.88 \mathrm{E}+02$ | $6.55 \mathrm{E}+04$ | $5.85 \mathrm{E}+91$ | $1.32 \mathrm{E}+75$ | $1.32 \mathrm{E}+12$ |
| $f_{8}$ | AB | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.66 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $8.52 \mathrm{E}+01$ | $3.03 \mathrm{E}+01$ | $4.17 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ |
|  | MD | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $3.60 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $8.55 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ | $4.10 \mathrm{E}+01$ | $3.00 \mathrm{E}+01$ |
|  | SD | 0．00E +00 | 0．00E +00 | 0．00E +00 | 0．00E +00 | 0．00E +00 | $2.69 \mathrm{E}+00$ | 0．00E +00 | $3.22 \mathrm{E}+00$ | $4.50 \mathrm{E}-01$ | $7.99 \mathrm{E}+00$ | 0．00E +00 |
| $f_{9}$ | AB | 5．01E－28 | $2.20 \mathrm{E}+03$ | 3．15E－01 | 2．02E－10 | $5.72 \mathrm{E}-28$ | $2.88 \mathrm{E}+01$ | $4.62 \mathrm{E}-18$ | $5.45 \mathrm{E}+10$ | $3.95 \mathrm{E}+02$ | $6.25 \mathrm{E}+09$ | $4.21 \mathrm{E}-08$ |
|  | MD | $6.87 \mathrm{E}-28$ | $2.22 \mathrm{E}+03$ | $1.09 \mathrm{E}-01$ | $1.60 \mathrm{E}-22$ | 5．74E－28 | $1.18 \mathrm{E}+01$ | $2.68 \mathrm{E}-18$ | $5.52 \mathrm{E}+10$ | $3.92 \mathrm{E}+02$ | $6.65 \mathrm{E}-12$ | $6.99 \mathrm{E}-09$ |
|  | SD | $1.20 \mathrm{E}-28$ | $2.30 \mathrm{E}+02$ | $4.41 \mathrm{E}-01$ | 1．10E－09 | $4.02 \mathrm{E}-28$ | $4.08 \mathrm{E}+01$ | $4.70 \mathrm{E}-18$ | 7．74E＋09 | $3.03 \mathrm{E}+01$ | $1.91 \mathrm{E}+10$ | $1.65 \mathrm{E}-07$ |
| $f_{10}$ | AB | $2.02 \mathrm{E}+01$ | $2.04 \mathrm{E}+01$ | $2.03 \mathrm{E}+01$ | $1.67 \mathrm{E}+01$ | $1.70 \mathrm{E}+01$ | $1.63 \mathrm{E}+01$ | $1.65 \mathrm{E}+01$ | 7．16E＋01 | $1.83 \mathrm{E}+01$ | $3.80 \mathrm{E}+01$ | $1.80 \mathrm{E}+01$ |
|  | MD | $2.02 \mathrm{E}+01$ | $2.05 \mathrm{E}+01$ | $2.02 \mathrm{E}+01$ | $1.67 \mathrm{E}+01$ | $1.71 \mathrm{E}+01$ | $1.63 \mathrm{E}+01$ | $1.65 \mathrm{E}+01$ | $7.28 \mathrm{E}+01$ | $1.85 \mathrm{E}+01$ | $2.68 \mathrm{E}+01$ | $1.80 \mathrm{E}+01$ |
|  | SD | $6.23 \mathrm{E}-01$ | $6.05 \mathrm{E}-01$ | $9.65 \mathrm{E}-01$ | 3．57E－01 | $6.15 \mathrm{E}-01$ | $4.38 \mathrm{E}-01$ | $4.16 \mathrm{E}-01$ | $8.16 \mathrm{E}+00$ | $8.28 \mathrm{E}-01$ | $2.70 \mathrm{E}+01$ | $5.19 \mathrm{E}-01$ |
| $f_{11}$ | AB | $4.37 \mathrm{E}+01$ | $4.62 \mathrm{E}+01$ | $6.05 \mathrm{E}+01$ | $2.54 \mathrm{E}+01$ | $1.71 \mathrm{E}+01$ | $1.13 \mathrm{E}+02$ | $2.17 \mathrm{E}+01$ | $6.81 \mathrm{E}+05$ | 7．91E＋01 | $2.43 \mathrm{E}+05$ | $6.30 \mathrm{E}+01$ |
|  | MD | $4.25 \mathrm{E}+01$ | $4.55 \mathrm{E}+01$ | $5.69 \mathrm{E}+01$ | $2.56 \mathrm{E}+01$ | $1.36 \mathrm{E}+01$ | $1.06 \mathrm{E}+02$ | $2.17 \mathrm{E}+01$ | $6.92 \mathrm{E}+05$ | $8.20 \mathrm{E}+01$ | $2.02 \mathrm{E}+05$ | $4.51 \mathrm{E}+01$ |
|  | SD | $3.25 \mathrm{E}+00$ | $2.46 \mathrm{E}+00$ | $3.50 \mathrm{E}+01$ | $1.19 \mathrm{E}+00$ | $1.41 \mathrm{E}+01$ | $7.24 \mathrm{E}+01$ | 5．21E－01 | $1.24 \mathrm{E}+05$ | $3.98 \mathrm{E}+01$ | $1.68 \mathrm{E}+05$ | $3.08 \mathrm{E}+01$ |
| $f_{12}$ | AB | $1.21 \mathrm{E}+01$ | $1.21 \mathrm{E}+01$ | $2.31 \mathrm{E}+01$ | 1．02E－06 | 6．18E－09 | $5.69 \mathrm{E}+00$ | 2．01E－08 | $6.00 \mathrm{E}+01$ | $1.82 \mathrm{E}+01$ | $7.80 \mathrm{E}+01$ | $4.24 \mathrm{E}+00$ |
|  | MD | $1.19 \mathrm{E}+01$ | $1.20 \mathrm{E}+01$ | $2.21 \mathrm{E}+01$ | $8.25 \mathrm{E}-07$ | $3.40 \mathrm{E}-09$ | $5.43 \mathrm{E}+00$ | $1.89 \mathrm{E}-08$ | $6.03 \mathrm{E}+01$ | $1.81 \mathrm{E}+01$ | $7.88 \mathrm{E}+01$ | $4.16 \mathrm{E}+00$ |
|  | SD | $1.09 \mathrm{E}+00$ | $1.19 \mathrm{E}+00$ | $1.70 \mathrm{E}+01$ | $9.54 \mathrm{E}-07$ | $6.73 \mathrm{E}-09$ | $1.22 \mathrm{E}+00$ | $8.58 \mathrm{E}-09$ | $2.41 \mathrm{E}+00$ | $4.35 \mathrm{E}+00$ | $5.60 \mathrm{E}+00$ | $6.76 \mathrm{E}-01$ |
| $f_{13}$ | AB | $1.34 \mathrm{E}-48$ | 6．89E－07 | $1.21 \mathrm{E}+00$ | $9.58 \mathrm{E}-12$ | $3.74 \mathrm{E}-10$ | $1.93 \mathrm{E}+04$ | 3．02E－06 | $2.34 \mathrm{E}+53$ | $2.16 \mathrm{E}+00$ | $9.57 \mathrm{E}+02$ | $2.49 \mathrm{E}+02$ |
|  | MD | 5．17E－49 | $6.66 \mathrm{E}-07$ | $1.13 \mathrm{E}+00$ | $6.66 \mathrm{E}-12$ | $3.29 \mathrm{E}-12$ | $4.25 \mathrm{E}+02$ | $1.26 \mathrm{E}-07$ | $3.31 \mathrm{E}+52$ | $2.18 \mathrm{E}+00$ | $9.50 \mathrm{E}+02$ | $3.39 \mathrm{E}-08$ |
|  | SD | $2.70 \mathrm{E}-48$ | $2.13 \mathrm{E}-07$ | 9．76E－01 | $8.61 \mathrm{E}-12$ | $1.69 \mathrm{E}-09$ | $1.03 \mathrm{E}+05$ | $1.05 \mathrm{E}-05$ | $9.77 \mathrm{E}+53$ | $1.09 \mathrm{E}-01$ | $3.23 \mathrm{E}+02$ | $4.11 \mathrm{E}+02$ |
| $f_{14}$ | AB | $-1.96 \mathrm{E}+03$ | $-1.96 \mathrm{E}+03$ | $-1.91 \mathrm{E}+03$ | $-1.96 \mathrm{E}+03$ | $-1.86 \mathrm{E}+03$ | $-1.64 \mathrm{E}+03$ | $-1.61 \mathrm{E}+03$ | $-1.12 \mathrm{E}+03$ | $-1.75 \mathrm{E}+03$ | $-1.72 \mathrm{E}+03$ | $-1.69 \mathrm{E}+03$ |
|  | MD | $-1.96 \mathrm{E}+03$ | $-1.96 \mathrm{E}+03$ | $-1.96 \mathrm{E}+03$ | $-1.96 \mathrm{E}+03$ | $-1.87 \mathrm{E}+03$ | $-1.64 \mathrm{E}+03$ | $-1.62 \mathrm{E}+03$ | $-1.12 \mathrm{E}+03$ | $-1.75 \mathrm{E}+03$ | $-1.73 \mathrm{E}+03$ | $-1.69 \mathrm{E}+03$ |
|  | SD | $2.43 \mathrm{E}-13$ | $5.43 \mathrm{E}-09$ | $7.94 \mathrm{E}+01$ | $6.14 \mathrm{E}+00$ | $4.41 \mathrm{E}+01$ | $5.34 \mathrm{E}+01$ | $4.70 \mathrm{E}+01$ | $3.93 \mathrm{E}+01$ | $4.67 \mathrm{E}+01$ | $7.16 \mathrm{E}+01$ | $4.20 \mathrm{E}+01$ |
| Win |  | 4 | 1 | 0 | 0 | 3 | 1 | 0 | 0 | 0 | 0 | 0 |
| Draw |  | 5 | 3 | 2 | 4 | 3 | 1 | 3 | 0 | 0 | 2 | 1 |
| Lose |  | 5 | 10 | 12 | 10 | 8 | 12 | 11 | 14 | 14 | 12 | 13 |
| Average rank$p$－value |  | $\begin{aligned} & 2.86 \\ & 1.69 \mathrm{E}-14 \end{aligned}$ | 4.89 | 6.07 | 3.39 | 3.04 | 7.43 | 4.46 | 10.93 | 7.79 | 8.64 | 6.50 |

Table 4
Wilcoxon test for multimodal functions with 30 design variables．

| Function | $\begin{aligned} & \hline \text { PR-DE } \\ & \text { vs. } \\ & \text { DE } \end{aligned}$ | $\begin{aligned} & \hline \text { PR-DE } \\ & \text { vs. } \\ & \text { JADE } \end{aligned}$ | $\begin{aligned} & \hline \text { PR-DE } \\ & \text { vs. } \\ & \text { LSHADE } \end{aligned}$ | $\begin{aligned} & \hline \text { PR-DE } \\ & \text { vs. } \\ & \text { MPADE } \end{aligned}$ | $\begin{aligned} & \hline \text { PR-DE } \\ & \text { vs. } \\ & \text { ABC } \end{aligned}$ | $\begin{aligned} & \hline \text { PR-DE } \\ & \text { vs. } \\ & \text { CMAES } \end{aligned}$ | $\begin{aligned} & \hline \text { PR-DE } \\ & \text { vs. } \\ & \text { CSA } \end{aligned}$ | $\begin{aligned} & \hline \text { PR-DE } \\ & \text { vs. } \\ & \text { FA } \end{aligned}$ | $\begin{aligned} & \hline \text { PR-DE } \\ & \text { vs. } \\ & \text { MFO } \end{aligned}$ | $\begin{aligned} & \hline \text { PR-DE } \\ & \text { vs. } \\ & \text { PSO } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | 1．72E－12』 | $1.72 \mathrm{E}-12 \pm$ | $8.85 \mathrm{E}-10$ ¢ | $2.53 \mathrm{E}-02 \mathrm{~V}$ | $1.72 \mathrm{E}-12 \pm$ | $1.72 \mathrm{E}-12 \pm$ | $1.72 \mathrm{E}-12 \pm$ | $1.72 \mathrm{E}-12 \pm$ | $1.72 \mathrm{E}-12 \pm$ | $1.72 \mathrm{E}-12 \pm$ |
| $f_{2}$ | 3．87E－11 | 1．16E－02 | 4．28E－12 | $4.28 \mathrm{E}-12$ | $2.86 \mathrm{E}-11 \pm$ | $9.33 \mathrm{E}-10$ | $2.86 \mathrm{E}-11 \pm$ | $2.86 \mathrm{E}-11 \pm$ | $3.37 \mathrm{E}-08 \pm$ | $9.53 \mathrm{E}-01 \pm$ |
| $f_{3}$ | 3．02E－114 | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | 3．02E－114 | $3.02 \mathrm{E}-11 \pm$ | 3．02E－114 | $3.02 \mathrm{E}-11 \pm$ | 3．02E－114 | $3.02 \mathrm{E}-11 \pm$ |
| $f_{4}$ | $1.21 \mathrm{E}-12$ ¢ | $1.21 \mathrm{E}-12 \pm$ | $1.65 \mathrm{E}-11 \pm$ | $1.21 \mathrm{E}-12 \pm$ | $1.21 \mathrm{E}-12$ ¢ | $1.21 \mathrm{E}-12$ ¢ | $1.21 \mathrm{E}-12 \pm$ | $1.21 \mathrm{E}-12 \pm$ | $1.21 \mathrm{E}-12$ ¢ | $1.21 \mathrm{E}-12 \pm$ |
| $f_{5}$ | NaN | NaN | $3.34 \mathrm{E}-014$ | $6.61 \mathrm{E}-05$＾ | NaN | NaN | $1.21 \mathrm{E}-12$ ¢ | $1.21 \mathrm{E}-12 \pm$ | NaN | 3．08E－04＾ |
| $f_{6}$ | $1.21 \mathrm{E}-12 \pm$ | $1.21 \mathrm{E}-12 \pm$ | $1.21 \mathrm{E}-12 \pm$ | $1.21 \mathrm{E}-12 \pm$ | $1.21 \mathrm{E}-12 \pm$ | $1.21 \mathrm{E}-12 \pm$ | $1.21 \mathrm{E}-12 \pm$ | $1.21 \mathrm{E}-12 \pm$ | NaN | $6.25 \mathrm{E}-10 \pm$ |
| $f_{7}$ | $5.55 \mathrm{E}-02 \mathrm{~V}$ | $4.04 \mathrm{E}-01 \pm$ | $6.57 \mathrm{E}-02 \pm$ | 7．62E－014 | 3．20E－09】 | 7．73E－02』 | $3.02 \mathrm{E}-11 \pm$ | $8.10 \mathrm{E}-10 \pm$ | 2．20E－07』 | 7．20E－054 |
| $f_{8}$ | NaN | NaN | NaN | NaN | $3.89 \mathrm{E}-12 \pm$ | NaN | $1.06 \mathrm{E}-12 \pm$ | NaN | $1.19 \mathrm{E}-05 \pm$ | NaN |
| $f_{9}$ | 2．75E－114 | $2.75 \mathrm{E}-11 \pm$ | $2.75 \mathrm{E}-11 \pm$ | $2.75 \mathrm{E}-11 \pm$ | $2.75 \mathrm{E}-11 \pm$ | $2.75 \mathrm{E}-11 \pm$ | $2.75 \mathrm{E}-11 \pm$ | 2．75E－114 | $2.75 \mathrm{E}-11 \pm$ | $2.75 \mathrm{E}-11 \pm$ |
| $f_{10}$ | 7．28E－01 | $1.68 \mathrm{E}-04$－ | $3.02 \mathrm{E}-11 \mathrm{v}$ | $3.69 \mathrm{E}-11 \mathrm{v}$ | $3.02 \mathrm{E}-11 \mathrm{v}$ | $3.02 \mathrm{E}-11 \mathrm{v}$ | $3.02 \mathrm{E}-11 \pm$ | $9.76 \mathrm{E}-10 \mathrm{v}$ | $9.35 \mathrm{E}-01 \pm$ | $8.89 \mathrm{E}-10 \mathrm{v}$ |
| $f_{11}$ | 1．76E－02 | $3.03 \mathrm{E}-02 \mathrm{v}$ | $3.02 \mathrm{E}-11 \mathrm{v}$ | $3.02 \mathrm{E}-11 \mathrm{v}$ | $3.64 \mathrm{E}-02 \pm$ | $3.02 \mathrm{E}-11 \mathrm{v}$ | $3.02 \mathrm{E}-11 \pm$ | $3.83 \mathrm{E}-05 \pm$ | $3.26 \mathrm{E}-07 \pm$ | $1.30 \mathrm{E}-01 \pm$ |
| $f_{12}$ | $5.49 \mathrm{E}-11 \pm$ | $1.64 \mathrm{E}-05 \pm$ | $3.02 \mathrm{E}-11 \mathrm{v}$ | $3.02 \mathrm{E}-11 \mathrm{v}$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \mathrm{v}$ | $3.02 \mathrm{E}-11 \pm$ | $1.78 \mathrm{E}-04 \pm$ | 3．02E－114 | $2.38 \mathrm{E}-07 \pm$ |
| $f_{13}$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | 3．02E－114 | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $2.99 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ |
| $f_{14}$ | 3．34E－01 | 1．72E－12 | 2．08E－02 | 1．30E－06 | $1.72 \mathrm{E}-12$ 』 | $1.68 \mathrm{E}-12$ ¢ | $1.72 \mathrm{E}-12$ 』 | $1.72 \mathrm{E}-12$ ¢ | $1.69 \mathrm{E}-12$ 』 | $1.66 \mathrm{E}-12$ ¢ |

Table 5
Results for unimodal functions with 30 design variables.


Table 6
Results for unimodal functions with 50 design variables.

| Function | PR-DE | DE | JADE | LSHADE | MPADE | ABC | CMA-ES | CSA | FA | MFO | PSO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{15}$ | $3.71 \mathrm{E}-82$ | $1.40 \mathrm{E}-11$ | 6.39E-07 | 3.00E-30 | $2.03 \mathrm{E}-37$ | $1.01 \mathrm{E}+01$ | $9.65 \mathrm{E}-21$ | $4.17 \mathrm{E}+05$ | $1.67 \mathrm{E}+00$ | $1.03 \mathrm{E}+05$ | $1.67 \mathrm{E}-12$ |
|  | $2.23 \mathrm{E}-83$ | $1.40 \mathrm{E}-11$ | 3.62E-12 | $1.61 \mathrm{E}-30$ | $4.76 \mathrm{E}-38$ | $8.06 \mathrm{E}+00$ | $9.43 \mathrm{E}-21$ | $4.13 \mathrm{E}+05$ | $1.68 \mathrm{E}+00$ | $6.66 \mathrm{E}+04$ | 7.67E-13 |
|  | $9.79 \mathrm{E}-82$ | $4.97 \mathrm{E}-12$ | 3.37E-06 | 3.91E-30 | $4.63 \mathrm{E}-37$ | $7.79 \mathrm{E}+00$ | $4.70 \mathrm{E}-21$ | $3.97 \mathrm{E}+04$ | $1.75 \mathrm{E}-01$ | $9.70 \mathrm{E}+04$ | $2.87 \mathrm{E}-12$ |
| $f_{16}$ | $1.39 \mathrm{E}-79$ | $4.81 \mathrm{E}-10$ | $1.62 \mathrm{E}-05$ | $1.22 \mathrm{E}-27$ | $2.04 \mathrm{E}-31$ | $3.06 \mathrm{E}+03$ | $3.00 \mathrm{E}-18$ | $2.74 \mathrm{E}+07$ | $1.21 \mathrm{E}+02$ | $7.90 \mathrm{E}+06$ | $9.00 \mathrm{E}+03$ |
|  | $3.11 \mathrm{E}-80$ | $4.70 \mathrm{E}-10$ | $4.50 \mathrm{E}-10$ | $6.16 \mathrm{E}-28$ | $1.02 \mathrm{E}-31$ | $3.00 \mathrm{E}+03$ | $2.14 \mathrm{E}-18$ | $2.78 \mathrm{E}+07$ | $1.20 \mathrm{E}+02$ | $7.31 \mathrm{E}+06$ | $3.33 \mathrm{E}-11$ |
|  | $2.17 \mathrm{E}-79$ | 1.50E-10 | 7.39E-05 | $1.88 \mathrm{E}-27$ | $3.50 \mathrm{E}-31$ | $1.32 \mathrm{E}+03$ | $1.88 \mathrm{E}-18$ | $2.51 \mathrm{E}+06$ | $1.28 \mathrm{E}+01$ | $4.89 \mathrm{E}+06$ | $3.29 \mathrm{E}+04$ |
| $f_{17}$ | $6.20 \mathrm{E}-86$ | $5.41 \mathrm{E}-15$ | 1.14E-13 | 1.39E-33 | $3.19 \mathrm{E}-49$ | $2.88 \mathrm{E}-08$ | $2.46 \mathrm{E}-26$ | $1.09 \mathrm{E}+02$ | 4.18E-04 | $2.01 \mathrm{E}+01$ | $4.26 \mathrm{E}-16$ |
|  | $1.62 \mathrm{E}-87$ | $5.05 \mathrm{E}-15$ | $1.07 \mathrm{E}-15$ | $2.95 \mathrm{E}-34$ | $8.78 \mathrm{E}-50$ | $2.32 \mathrm{E}-08$ | $2.19 \mathrm{E}-26$ | $1.08 \mathrm{E}+02$ | 4.19E-04 | $1.31 \mathrm{E}+01$ | $1.81 \mathrm{E}-16$ |
|  | $2.75 \mathrm{E}-85$ | $1.84 \mathrm{E}-15$ | $5.04 \mathrm{E}-13$ | 3.05E-33 | $8.59 \mathrm{E}-49$ | $2.18 \mathrm{E}-08$ | $2.03 \mathrm{E}-26$ | $8.56 \mathrm{E}+00$ | 4.74E-05 | $2.25 \mathrm{E}+01$ | $5.10 \mathrm{E}-16$ |
| $f_{18} \quad$ AB | 3.28E-84 | 3.66E-13 | 3.10E-09 | $5.74 \mathrm{E}-32$ | $2.05 \mathrm{E}-39$ | 3.34E-01 | $3.78 \mathrm{E}-24$ | $9.58 \mathrm{E}+03$ | 3.91E-02 | $2.70 \mathrm{E}+03$ | $5.53 \mathrm{E}-14$ |
|  | $7.49 \mathrm{E}-85$ | $3.65 \mathrm{E}-13$ | 4.02E-14 | 3.64E-32 | $9.84 \mathrm{E}-40$ | $3.12 \mathrm{E}-01$ | $2.67 \mathrm{E}-24$ | $9.52 \mathrm{E}+03$ | $3.80 \mathrm{E}-02$ | $1.95 \mathrm{E}+03$ | $1.28 \mathrm{E}-14$ |
|  | $7.77 \mathrm{E}-84$ | $1.23 \mathrm{E}-13$ | $1.52 \mathrm{E}-08$ | 5.51E-32 | 2.87E-39 | $2.39 \mathrm{E}-01$ | $3.98 \mathrm{E}-24$ | $9.81 \mathrm{E}+02$ | $3.92 \mathrm{E}-03$ | $2.37 \mathrm{E}+03$ | $1.41 \mathrm{E}-13$ |
| $f_{19} \quad \begin{array}{ll}\text { AB } \\ \end{array}$ | $5.26 \mathrm{E}-40$ | 6.12E-40 | 4.87E-20 | 1.77E-75 | 5.16E-94 | $2.86 \mathrm{E}-10$ | $8.35 \mathrm{E}-11$ | 8.51E-03 | $4.51 \mathrm{E}-10$ | 7.61E-44 | 6.49E-46 |
|  | $1.48 \mathrm{E}-40$ | $2.05 \mathrm{E}-40$ | 6.06E-25 | 1.96E-78 | 7.36E-99 | $1.52 \mathrm{E}-10$ | $4.96 \mathrm{E}-11$ | $8.33 \mathrm{E}-03$ | $3.70 \mathrm{E}-10$ | $7.75 \mathrm{E}-48$ | $1.66 \mathrm{E}-48$ |
|  | $1.12 \mathrm{E}-39$ | $1.23 \mathrm{E}-39$ | $2.33 \mathrm{E}-19$ | $8.75 \mathrm{E}-75$ | $2.56 \mathrm{E}-93$ | $3.42 \mathrm{E}-10$ | $8.23 \mathrm{E}-11$ | 4.82E-03 | $3.09 \mathrm{E}-10$ | $3.17 \mathrm{E}-43$ | $2.81 \mathrm{E}-45$ |
| Win | 4 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| Draw | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Lose | 1 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 |
| Average rank $p$-value | $\begin{aligned} & \mathbf{1 . 8 0} \\ & 6.27 \mathrm{E}-06 \end{aligned}$ | 5.80 | 6.80 | 2.80 | 1.80 | 8.60 | 4.80 | 11.00 | 8.40 | 8.80 | 5.40 |

This translated directly to worse performance on the proposed algorithm, because the base DE algorithm had trouble reaching the point where the additions could begin to work.

The Table 7 contains the results of the Wilcoxon test for unimodal functions considering 30 dimensions. These results are well below the $5 \%$ significance level. It can be said with statistical certainty that the algorithm is significantly different from the other optimization methods.

### 5.3. Results of hybrid test functions

Hybrid functions are multimodal formulations produced from several multimodal functions. This confers them with highly complex behaviors. Detailed information can be found in Appendix A [A.3]. Tables 8 and 9 show the optimization results considering 30 and 50 dimensions. The best results are highlighted in boldface.

When taking into consideration both tables, it is easily seen that PR-DE managed to obtain better performance in two of the functions. For function $f_{21}$ in 30 dimensions, DE, LSHADE, MPADE and CMA-ES reached similar results, but the increase in difficulty from 30 to 50 dimensions affected MPADE greatly. In 50
dimensions, it could not compete with the other top-performing algorithms. The PR-DE results are thanks to the combination of a successful exploration strategy of the original DE algorithm, and the improved exploitation capabilities obtained by the proposed modifications.

The results of running the Wilcoxon test on the outcomes of the hybrid functions experimental comparison are presented in Table 10. Once again, the PR-DE algorithm, compared to every other algorithm, resulted in $p$-values below the $5 \%$ significance value, confirming the statistical difference between the distinct methodologies.

### 5.4. Results of shifted test functions

Having tested the performance of the algorithm when dealing with unimodal, multimodal, and hybrid optimization problems, we look at shifted functions. These functions are designed so the location of their global optimum is shifted toward different locations. These are used to test if any possible bias of the different optimization methods toward functions with the global optimum in the origin position $(0,0)$. More detailed information

Table 7
Wilcoxon test for unimodal functions with 30 design variables.

| Function | PR-DE | PR-DE | PR-DE | PR-DE | PR-DE | PR-DE | PR-DE | PR-DE | PR-DE | PR-DE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | vs. | vs. | vs. | vs. | vs. | vs. | vs. | vs. | vs. | vs. |
|  | DE | JADE | LSHADE | MPADE | ABC | CMAES | CSA | FA | MFO | PSO |
| $f_{15}$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.01 \mathrm{E}-11 \pm$ | 3.02E-114 |
| $f_{16}$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ |
| $f_{17}$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.01 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ |
| $f_{18}$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $2.98 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ |
| $f_{19}$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ | $3.02 \mathrm{E}-11 \pm$ |

Table 8
Results for hybrid functions with 30 design variables.


Table 9
Results for hybrid functions with 50 design variables.

| Function |  | PR-DE | DE | JADE | LSHADE | MPADE | ABC | CMA-ES | CSA | FA | MFO | PSO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{20}$ | AB | 3.87E-61 | $1.90 \mathrm{E}-09$ | 7.30E-02 | 1.04E-16 | 5.04E-16 | 6.97E-03 | $1.43 \mathrm{E}-09$ | 6.90E+04 | 2.22E-01 | $6.42 \mathrm{E}+04$ | 2.29E-10 |
|  | MD | 1.66E-61 | $1.79 \mathrm{E}-09$ | $3.95 \mathrm{E}-05$ | 7.93E-17 | $1.26 \mathrm{E}-17$ | 6.86E-03 | 7.01E-12 | $5.47 \mathrm{E}+04$ | $2.21 \mathrm{E}-01$ | $5.02 \mathrm{E}+04$ | 7.17E-11 |
|  | SD | 6.24E-61 | $3.55 \mathrm{E}-10$ | $2.84 \mathrm{E}-01$ | $1.01 \mathrm{E}-16$ | $1.61 \mathrm{E}-15$ | $2.72 \mathrm{E}-03$ | 7.73E-09 | $5.22 \mathrm{E}+04$ | $1.55 \mathrm{E}-02$ | $3.61 \mathrm{E}+04$ | $4.18 \mathrm{E}-10$ |
| $f_{21}$ | AB | $4.90 \mathrm{E}+01$ | $4.90 \mathrm{E}+01$ | $4.91 \mathrm{E}+01$ | $4.90 \mathrm{E}+01$ | $1.38 \mathrm{E}+02$ | $2.62 \mathrm{E}+02$ | $4.90 \mathrm{E}+01$ | $1.47 \mathrm{E}+03$ | $1.79 \mathrm{E}+02$ | $4.80 \mathrm{E}+02$ | $1.24 \mathrm{E}+02$ |
|  | MD | $4.90 \mathrm{E}+01$ | $4.90 \mathrm{E}+01$ | $4.91 \mathrm{E}+01$ | $4.90 \mathrm{E}+01$ | $1.38 \mathrm{E}+02$ | $2.58 \mathrm{E}+02$ | $4.90 \mathrm{E}+01$ | $1.51 \mathrm{E}+03$ | $1.85 \mathrm{E}+02$ | $4.21 \mathrm{E}+02$ | $1.23 \mathrm{E}+02$ |
|  | SD | $2.27 \mathrm{E}-14$ | $1.39 \mathrm{E}-11$ | $4.26 \mathrm{E}-02$ | 1.65E-14 | $2.93 \mathrm{E}+01$ | $5.19 \mathrm{E}+01$ | 1.96E-14 | $1.04 \mathrm{E}+02$ | $2.75 \mathrm{E}+01$ | $3.51 \mathrm{E}+02$ | $2.31 \mathrm{E}+01$ |
| $f_{22}$ | AB | $4.90 \mathrm{E}+01$ | $4.90 \mathrm{E}+01$ | $4.91 \mathrm{E}+01$ | $4.90 \mathrm{E}+01$ | $1.23 \mathrm{E}+02$ | 3.08E+02 | $4.90 \mathrm{E}+01$ | $3.53 \mathrm{E}+03$ | $1.53 \mathrm{E}+02$ | $1.99 \mathrm{E}+03$ | $1.08 \mathrm{E}+02$ |
|  | MD | $4.90 \mathrm{E}+01$ | $4.90 \mathrm{E}+01$ | $4.91 \mathrm{E}+01$ | $4.90 \mathrm{E}+01$ | $1.25 \mathrm{E}+02$ | $3.03 \mathrm{E}+02$ | $4.90 \mathrm{E}+01$ | $2.27 \mathrm{E}+03$ | $1.53 \mathrm{E}+02$ | $2.02 \mathrm{E}+03$ | $1.11 \mathrm{E}+02$ |
|  | SD | 1.48E-14 | $2.22 \mathrm{E}-08$ | $8.25 \mathrm{E}-02$ | $3.75 \mathrm{E}-14$ | $2.02 \mathrm{E}+01$ | $4.82 \mathrm{E}+01$ | 2.91E-10 | $3.60 \mathrm{E}+03$ | $2.90 \mathrm{E}+01$ | $1.05 \mathrm{E}+03$ | $2.62 \mathrm{E}+01$ |
| Win |  | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Draw |  | 2 | 2 | 0 | 2 | 0 | 0 | 2 | 0 | 0 | 0 | 0 |
| Lose |  | 0 | 1 | 3 | 1 | 3 | 3 | 1 | 3 | 3 | 3 | 3 |
| Average rank $p$-value |  | $\begin{aligned} & \mathbf{2 . 0 0} \\ & 3.05 \mathrm{E}-03 \end{aligned}$ | 3.67 | 6.00 | 2.33 | 5.67 | 8.33 | 3.33 | 11.00 | 8.33 | 10.00 | 5.33 |

Table 10
Wilcoxon test for hybrid functions with 30 design variables.

is presented in Appendix A [A.4]. Tables 11 and 12 presents the results considering 30 and 50 dimensions. The best results are highlighted in boldface.

This test is interesting not only to compare the algorithms between them, but also to compare them against themselves. Each of these shifted functions has a non-shifted version in the previous unimodal, multimodal, or hybrid tests. Some algorithms manage to obtain the same result they previously obtained in non-shifted functions; others do not. The PR-DE algorithm not only obtained better performance than the other algorithms in both 30 and 50 dimensions, but it was also impervious to the shift in the functions. This imperviousness to shifts in optimization
problems comes from the original DE algorithm, and it is one of the reasons it was chosen as a base for the proposed additions.

Table 13 contains the results of the Wilcoxon test in shifted functions. Once again, the outcome of this test confirms the statistical difference between the proposed algorithms and the rest of the algorithms in this comparison.

### 5.5. Convergence and diversity analysis

To compare the evolution of the algorithms, in terms of the best solutions being found through the runtime of their optimization process, a convergence analysis has been conducted. The objective of this test is to assess how quickly a certain method reaches its best fitness value.

Table 11
Results for shifted functions with 30 design variables.

| Function |  | PR-DE | DE | JADE | LSHADE | MPADE | ABC | CMA-ES | CSA | FA | MFO | PSO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{23}$ | AB | 7.22E-15 | 2.97E-07 | $2.46 \mathrm{E}+00$ | 7.84E-14 | 2.80E-13 | $4.76 \mathrm{E}+00$ | $6.47 \mathrm{E}-01$ | $1.72 \mathrm{E}+01$ | 5.74E-01 | 7.24E+00 | 1.59E-07 |
|  | MD | $7.11 \mathrm{E}-15$ | $2.81 \mathrm{E}-07$ | $2.42 \mathrm{E}+00$ | $6.93 \mathrm{E}-14$ | $2.63 \mathrm{E}-13$ | $4.81 \mathrm{E}+00$ | $4.47 \mathrm{E}-07$ | $1.73 \mathrm{E}+01$ | $5.79 \mathrm{E}-01$ | 7.51E-01 | 1.12E-07 |
|  | SD | $6.49 \mathrm{E}-16$ | 7.74E-08 | $5.10 \mathrm{E}-01$ | $3.72 \mathrm{E}-14$ | $1.35 \mathrm{E}-13$ | $7.53 \mathrm{E}-01$ | $3.54 \mathrm{E}+00$ | $4.44 \mathrm{E}-01$ | $4.47 \mathrm{E}-02$ | $8.28 \mathrm{E}+00$ | $1.44 \mathrm{E}-07$ |
| $f_{24}$ | AB | $2.76 \mathrm{E}+01$ | $2.97 \mathrm{E}+01$ | $3.49 \mathrm{E}+01$ | $9.98 \mathrm{E}+00$ | 8.52E+00 | $1.94 \mathrm{E}+02$ | $1.26 \mathrm{E}+01$ | $5.13 \mathrm{E}+05$ | $4.89 \mathrm{E}+01$ | $8.31 \mathrm{E}+04$ | $4.44 \mathrm{E}+01$ |
|  | MD | $2.72 \mathrm{E}+01$ | $2.78 \mathrm{E}+01$ | $2.57 \mathrm{E}+01$ | $1.00 \mathrm{E}+01$ | 8.39E+00 | $1.69 \mathrm{E}+02$ | $1.27 \mathrm{E}+01$ | $5.04 \mathrm{E}+05$ | $2.92 \mathrm{E}+01$ | $6.92 \mathrm{E}+04$ | $2.51 \mathrm{E}+01$ |
|  | SD | $3.19 \mathrm{E}+00$ | $5.66 \mathrm{E}+00$ | $2.51 \mathrm{E}+01$ | $8.54 \mathrm{E}-01$ | $1.06 \mathrm{E}+00$ | $1.02 \mathrm{E}+02$ | 5.03E-01 | $1.17 \mathrm{E}+05$ | $2.96 \mathrm{E}+01$ | $4.60 \mathrm{E}+04$ | $3.75 \mathrm{E}+01$ |
| $f_{25}$ | AB | 4.71E-29 | $4.84 \mathrm{E}-12$ | 5.91E-09 | $8.57 \mathrm{E}-25$ | $6.60 \mathrm{E}-21$ | $9.23 \mathrm{E}+00$ | 1.11E-12 | $1.08 \mathrm{E}+05$ | $1.20 \mathrm{E}+01$ | $1.73 \mathrm{E}+04$ | $3.79 \mathrm{E}-12$ |
|  | MD | $0.00 \mathrm{E}+00$ | $4.63 \mathrm{E}-12$ | $2.01 \mathrm{E}-11$ | $1.79 \mathrm{E}-25$ | 3.53E-21 | $5.43 \mathrm{E}+00$ | $9.04 \mathrm{E}-13$ | $1.06 \mathrm{E}+05$ | $1.22 \mathrm{E}+01$ | $6.44 \mathrm{E}+03$ | $8.37 \mathrm{E}-13$ |
|  | SD | $2.00 \mathrm{E}-28$ | $1.90 \mathrm{E}-12$ | $2.63 \mathrm{E}-08$ | $2.10 \mathrm{E}-24$ | $8.70 \mathrm{E}-21$ | $9.91 \mathrm{E}+00$ | $6.45 \mathrm{E}-13$ | $1.30 \mathrm{E}+04$ | $1.77 \mathrm{E}+00$ | $2.61 \mathrm{E}+04$ | $6.19 \mathrm{E}-12$ |
| $f_{26}$ | AB | 2.84E-26 | $1.19 \mathrm{E}-10$ | $1.97 \mathrm{E}-05$ | $3.36 \mathrm{E}-23$ | $1.83 \mathrm{E}-17$ | $1.72 \mathrm{E}+03$ | $2.65 \mathrm{E}-11$ | $3.97 \mathrm{E}+06$ | $4.78 \mathrm{E}+02$ | $6.80 \mathrm{E}+05$ | $2.10 \mathrm{E}-10$ |
|  | MD | $0.00 \mathrm{E}+00$ | $1.07 \mathrm{E}-10$ | $5.44 \mathrm{E}-10$ | $1.22 \mathrm{E}-23$ | $1.48 \mathrm{E}-17$ | $1.63 \mathrm{E}+03$ | $2.10 \mathrm{E}-11$ | $3.97 \mathrm{E}+06$ | $4.79 \mathrm{E}+02$ | $3.95 \mathrm{E}+05$ | $3.43 \mathrm{E}-11$ |
|  | SD | 1.03E-25 | $4.37 \mathrm{E}-11$ | $9.48 \mathrm{E}-05$ | $7.44 \mathrm{E}-23$ | $1.67 \mathrm{E}-17$ | $7.78 \mathrm{E}+02$ | $2.01 \mathrm{E}-11$ | $5.52 \mathrm{E}+05$ | $7.15 \mathrm{E}+01$ | $7.75 \mathrm{E}+05$ | $5.42 \mathrm{E}-10$ |
| $f_{27}$ | AB | 2.37E-16 | 2.97E-07 | $1.49 \mathrm{E}+00$ | $3.14 \mathrm{E}-07$ | 1.00E-01 | $2.60 \mathrm{E}+02$ | $2.83 \mathrm{E}+35$ | $1.06 \mathrm{E}+29$ | $5.92 \mathrm{E}+00$ | $4.03 \mathrm{E}+02$ | $3.12 \mathrm{E}+01$ |
|  | MD | $0.00 \mathrm{E}+00$ | 3.00E-07 | $1.47 \mathrm{E}+00$ | $2.63 \mathrm{E}-08$ | 5.91E-02 | $2.67 \mathrm{E}+02$ | $1.18 \mathrm{E}-02$ | $2.85 \mathrm{E}+28$ | $5.96 \mathrm{E}+00$ | $4.00 \mathrm{E}+02$ | $5.28 \mathrm{E}-08$ |
|  | SD | $1.30 \mathrm{E}-15$ | 6.68E-08 | $9.88 \mathrm{E}-01$ | $7.72 \mathrm{E}-07$ | $1.13 \mathrm{E}-01$ | $6.68 \mathrm{E}+01$ | $1.55 \mathrm{E}+36$ | $1.82 \mathrm{E}+29$ | $4.21 \mathrm{E}-01$ | $2.11 \mathrm{E}+02$ | $1.07 \mathrm{E}+02$ |
| $f_{28}$ | AB | $4.21 \mathrm{E}-31$ | $2.55 \mathrm{E}-15$ | $4.80 \mathrm{E}-12$ | $2.29 \mathrm{E}-28$ | $1.51 \mathrm{E}-27$ | $2.37 \mathrm{E}-06$ | $3.11 \mathrm{E}-17$ | $4.78 \mathrm{E}+01$ | $5.04 \mathrm{E}-03$ | $2.62 \mathrm{E}+00$ | 3.03E-15 |
|  | MD | $0.00 \mathrm{E}+00$ | $2.53 \mathrm{E}-15$ | $2.96 \mathrm{E}-15$ | $1.33 \mathrm{E}-28$ | $1.38 \mathrm{E}-27$ | $1.49 \mathrm{E}-06$ | $2.60 \mathrm{E}-17$ | $4.82 \mathrm{E}+01$ | 5.14E-03 | $2.44 \mathrm{E}-17$ | $2.58 \mathrm{E}-16$ |
|  | SD | $2.30 \mathrm{E}-30$ | 8.90E-16 | $2.44 \mathrm{E}-11$ | $3.30 \mathrm{E}-28$ | 8.54E-28 | $2.43 \mathrm{E}-06$ | $1.77 \mathrm{E}-17$ | $6.61 \mathrm{E}+00$ | $6.53 \mathrm{E}-04$ | $8.00 \mathrm{E}+00$ | $8.54 \mathrm{E}-15$ |
| $f_{29}$ | AB | 2.02E-29 | $1.05 \mathrm{E}-13$ | $2.95 \mathrm{E}-10$ | $1.05 \mathrm{E}-26$ | $1.28 \mathrm{E}-22$ | $2.23 \mathrm{E}-01$ | $2.56 \mathrm{E}-15$ | $2.51 \mathrm{E}+03$ | $2.73 \mathrm{E}-01$ | $5.30 \mathrm{E}+02$ | $1.15 \mathrm{E}-13$ |
|  | MD | $0.00 \mathrm{E}+00$ | 9.12E-14 | $2.17 \mathrm{E}-13$ | $7.31 \mathrm{E}-27$ | $9.79 \mathrm{E}-23$ | $1.46 \mathrm{E}-01$ | $2.04 \mathrm{E}-15$ | $2.50 \mathrm{E}+03$ | $2.75 \mathrm{E}-01$ | $3.50 \mathrm{E}+02$ | 4.28E-14 |
|  | SD | 6.61E-29 | $4.86 \mathrm{E}-14$ | $1.54 \mathrm{E}-09$ | $1.04 \mathrm{E}-26$ | $1.16 \mathrm{E}-22$ | $2.37 \mathrm{E}-01$ | $1.68 \mathrm{E}-15$ | $2.13 \mathrm{E}+02$ | $3.44 \mathrm{E}-02$ | $5.66 \mathrm{E}+02$ | $3.39 \mathrm{E}-13$ |
| Win |  | 6 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| Draw |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Lose |  | 1 | 7 | 7 | 7 | 6 | 7 | 7 | 7 | 7 | 7 | 7 |
| Average rank $p$-value |  | $\begin{aligned} & \mathbf{1 . 4 3} \\ & 2.15 \mathrm{E}-09 \end{aligned}$ | 4.71 | 6.71 | 2.14 | 2.86 | 8.43 | 5.29 | 10.86 | 7.86 | 9.86 | 5.86 |

Table 12
Results for shifted functions with 50 design variables.

| Function |  | PR-DE | DE | JADE | LSHADE | MPADE | ABC | CMA-ES | CSA | FA | MFO | PSO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{23}$ | AB | 1.39E-14 | 2.08E-06 | $1.79 \mathrm{E}+00$ | 3.81E-14 | 7.11E-15 | $5.56 \mathrm{E}+00$ | 8.31E-11 | $1.80 \mathrm{E}+01$ | 1.24E-01 | $1.80 \mathrm{E}+01$ | 4.89E-07 |
|  | MD | $1.42 \mathrm{E}-14$ | $1.94 \mathrm{E}-06$ | $1.77 \mathrm{E}+00$ | $3.91 \mathrm{E}-14$ | 7.11E-15 | $5.63 \mathrm{E}+00$ | $6.77 \mathrm{E}-11$ | $1.81 \mathrm{E}+01$ | $1.25 \mathrm{E}-01$ | $1.89 \mathrm{E}+01$ | $2.82 \mathrm{E}-07$ |
|  | SD | $1.43 \mathrm{E}-15$ | 6.22E-07 | $3.69 \mathrm{E}-01$ | $8.75 \mathrm{E}-15$ | $0.00 \mathrm{E}+00$ | $8.33 \mathrm{E}-01$ | $6.81 \mathrm{E}-11$ | $2.76 \mathrm{E}-01$ | 8.13E-03 | $3.61 \mathrm{E}+00$ | $6.58 \mathrm{E}-07$ |
| $f_{24}$ | AB | $4.68 \mathrm{E}+01$ | $4.88 \mathrm{E}+01$ | $6.27 \mathrm{E}+01$ | $2.78 \mathrm{E}+01$ | $1.81 \mathrm{E}+01$ | $2.58 \mathrm{E}+02$ | $2.51 \mathrm{E}+01$ | $1.39 \mathrm{E}+06$ | $8.86 \mathrm{E}+01$ | $2.68 \mathrm{E}+05$ | $6.90 \mathrm{E}+01$ |
|  | MD | $4.38 \mathrm{E}+01$ | $4.69 \mathrm{E}+01$ | $4.76 \mathrm{E}+01$ | $2.79 \mathrm{E}+01$ | $1.78 \mathrm{E}+01$ | $2.29 \mathrm{E}+02$ | $2.50 \mathrm{E}+01$ | $1.40 \mathrm{E}+06$ | $9.70 \mathrm{E}+01$ | $2.54 \mathrm{E}+05$ | $4.82 \mathrm{E}+01$ |
|  | SD | $5.21 \mathrm{E}+00$ | $4.09 \mathrm{E}+00$ | $3.73 \mathrm{E}+01$ | $9.28 \mathrm{E}-01$ | $1.73 \mathrm{E}+00$ | $1.08 \mathrm{E}+02$ | 4.65E-01 | $2.57 \mathrm{E}+05$ | $4.57 \mathrm{E}+01$ | $1.10 \mathrm{E}+05$ | $2.91 \mathrm{E}+01$ |
| $f_{25}$ | AB | 5.72E-29 | $4.78 \mathrm{E}-10$ | $3.87 \mathrm{E}-07$ | $7.39 \mathrm{E}-27$ | $3.58 \mathrm{E}-28$ | $1.24 \mathrm{E}+01$ | $2.04 \mathrm{E}-18$ | $4.29 \mathrm{E}+05$ | $3.20 \mathrm{E}+00$ | $1.17 \mathrm{E}+05$ | $3.30 \mathrm{E}-11$ |
|  | MD | $0.00 \mathrm{E}+00$ | $4.44 \mathrm{E}-10$ | $4.03 \mathrm{E}-11$ | 5.93E-27 | $2.78 \mathrm{E}-28$ | $1.11 \mathrm{E}+01$ | $1.84 \mathrm{E}-18$ | $4.31 \mathrm{E}+05$ | $3.24 \mathrm{E}+00$ | $1.25 \mathrm{E}+05$ | $1.07 \mathrm{E}-11$ |
|  | SD | 2.12E-28 | $1.64 \mathrm{E}-10$ | $1.49 \mathrm{E}-06$ | $4.35 \mathrm{E}-27$ | $3.38 \mathrm{E}-28$ | $1.05 \mathrm{E}+01$ | $1.29 \mathrm{E}-18$ | $3.66 \mathrm{E}+04$ | $4.70 \mathrm{E}-01$ | $7.37 \mathrm{E}+04$ | $5.08 \mathrm{E}-11$ |
| $f_{26}$ | AB | 8.29E-26 | 1.78E-08 | $1.70 \mathrm{E}-05$ | 3.99E-24 | $6.63 \mathrm{E}-25$ | $3.54 \mathrm{E}+03$ | $7.70 \mathrm{E}-16$ | $2.60 \mathrm{E}+07$ | $2.31 \mathrm{E}+02$ | $8.60 \mathrm{E}+06$ | $1.33 \mathrm{E}+03$ |
|  | MD | 0.00E +00 | $1.65 \mathrm{E}-08$ | $1.62 \mathrm{E}-09$ | $2.80 \mathrm{E}-24$ | $5.53 \mathrm{E}-25$ | $3.65 \mathrm{E}+03$ | $6.43 \mathrm{E}-16$ | $2.68 \mathrm{E}+07$ | $2.30 \mathrm{E}+02$ | $5.48 \mathrm{E}+06$ | $5.30 \mathrm{E}-10$ |
|  | SD | $2.07 \mathrm{E}-25$ | 7.90E-09 | $8.70 \mathrm{E}-05$ | $4.81 \mathrm{E}-24$ | $4.82 \mathrm{E}-25$ | $1.48 \mathrm{E}+03$ | $5.69 \mathrm{E}-16$ | $3.19 \mathrm{E}+06$ | $3.70 \mathrm{E}+01$ | $9.82 \mathrm{E}+06$ | $7.30 \mathrm{E}+03$ |
| $f_{27}$ | AB | 2.37E-16 | 6.23E-06 | $1.40 \mathrm{E}+00$ | 3.27E-09 | $1.47 \mathrm{E}-07$ | $4.52 \mathrm{E}+02$ | 2.44E-04 | $3.36 \mathrm{E}+53$ | $2.97 \mathrm{E}+00$ | $9.23 \mathrm{E}+02$ | $2.48 \mathrm{E}+02$ |
|  | MD | $0.00 \mathrm{E}+00$ | 5.78E-06 | $1.15 \mathrm{E}+00$ | $4.31 \mathrm{E}-10$ | $4.88 \mathrm{E}-09$ | $4.46 \mathrm{E}+02$ | 5.93E-06 | $2.04 \mathrm{E}+52$ | $2.95 \mathrm{E}+00$ | $9.50 \mathrm{E}+02$ | $4.54 \mathrm{E}-06$ |
|  | SD | $1.30 \mathrm{E}-15$ | 1.52E-06 | $1.04 \mathrm{E}+00$ | $1.39 \mathrm{E}-08$ | $3.31 \mathrm{E}-07$ | $8.67 \mathrm{E}+01$ | $9.92 \mathrm{E}-04$ | $8.53 \mathrm{E}+53$ | $1.65 \mathrm{E}-01$ | $3.43 \mathrm{E}+02$ | $4.02 \mathrm{E}+02$ |
| $f_{28}$ | AB | 3.37E-30 | $1.65 \mathrm{E}-13$ | $2.42 \mathrm{E}-11$ | $2.31 \mathrm{E}-29$ | $2.95 \mathrm{E}-30$ | $1.89 \mathrm{E}-07$ | 5.02E-24 | $1.07 \mathrm{E}+02$ | 8.19E-04 | $1.22 \mathrm{E}+01$ | $9.48 \mathrm{E}-15$ |
|  | MD | $0.00 \mathrm{E}+00$ | 1.56E-13 | $1.97 \mathrm{E}-16$ | $2.52 \mathrm{E}-29$ | $0.00 \mathrm{E}+00$ | $1.25 \mathrm{E}-07$ | 4.42E-24 | $1.09 \mathrm{E}+02$ | 7.90E-04 | $1.64 \mathrm{E}-15$ | $5.14 \mathrm{E}-15$ |
|  | SD | $9.91 \mathrm{E}-30$ | 4.92E-14 | $1.31 \mathrm{E}-10$ | $1.76 \mathrm{E}-29$ | $5.43 \mathrm{E}-30$ | $1.76 \mathrm{E}-07$ | $2.76 \mathrm{E}-24$ | $1.10 \mathrm{E}+01$ | $8.88 \mathrm{E}-05$ | $1.65 \mathrm{E}+01$ | $1.40 \mathrm{E}-14$ |
| $f_{29}$ | AB | 7.87E-29 | 1.19E-11 | $4.19 \mathrm{E}-11$ | 1.13E-27 | $3.88 \mathrm{E}-28$ | $2.79 \mathrm{E}-01$ | $8.46 \mathrm{E}-22$ | $9.44 \mathrm{E}+03$ | 7.33E-02 | $2.05 \mathrm{E}+03$ | $6.49 \mathrm{E}-13$ |
|  | MD | 0.00E +00 | 1.20E-11 | $5.00 \mathrm{E}-15$ | $9.91 \mathrm{E}-28$ | $3.28 \mathrm{E}-28$ | $2.01 \mathrm{E}-01$ | $6.77 \mathrm{E}-22$ | $9.49 \mathrm{E}+03$ | $7.50 \mathrm{E}-02$ | $1.45 \mathrm{E}+03$ | $3.76 \mathrm{E}-13$ |
|  | SD | 1.77E-28 | $3.26 \mathrm{E}-12$ | $2.05 \mathrm{E}-10$ | 7.94E-28 | $3.72 \mathrm{E}-28$ | $1.91 \mathrm{E}-01$ | $6.36 \mathrm{E}-22$ | $9.77 \mathrm{E}+02$ | 7.54E-03 | $1.97 \mathrm{E}+03$ | $9.78 \mathrm{E}-13$ |
| Win |  | 5 | 0 | 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 | 0 |
| Draw |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Lose |  | 2 | 7 | 7 | 7 | 5 | 7 | 7 | 7 | 7 | 7 | 7 |
| Average rank$p$-value |  | 1.71 | 5.43 | 6.71 | 2.86 | 1.71 | 8.86 | 3.86 | 10.93 | 7.71 | 10.07 | 6.14 |
|  |  | $2.34 \mathrm{E}-10$ |  |  |  |  |  |  |  |  |  |  |

For this experiment, a representative set of eight functions, operated in 50 dimensions, were selected. To build the convergence graphs, the raw data generated in the experiments was utilized. Since the experiments were repeated 30 times, the convergence data selected was that of the run, which most accurately represented the median result. The following figures present the convergence graphs for the compared algorithms. Fig. 3 exhibits the convergence results for functions $f_{3}$ and $f_{13}$, Fig. 4 for functions $f_{15}$ and $f_{18}$, Fig. 5 for functions $f_{20}$ and $f_{21}$, and Fig. 6 for functions $f_{25}$ and $f_{27}$. In all graphs, the $x$-axis represents the function
evaluations, and the $y$-axis represents the best fitness values found.

From Figs. 3 to 6, the graphs shown clearly demonstrate the increased capabilities gained from reducing the population according to its internal diversity in order to spend more function evaluations on the exploitation phase. The convergence responses confirm the effectiveness of the proposed algorithm.

To analyze how, or if, the population diversity changes from the original DE algorithm to the modified version, the following figures show the evolution of the population diversity through

Table 13
Wilcoxon test for shifted functions with 30 design variables.

| Function | PR-DE | PR-DE | PR-DE | PR-DE | PR-DE | PR-DE | PR-DE | PR-DE | PR-DE |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | vs. | vs. | vs. | vs. | vs. | vs. | vs. | vs. <br>  | DE |



Fig. 3. Convergence curves for multimodal functions $f_{3}$ and $f_{13}$.


Fig. 4. Convergence curves for unimodal functions $f_{15}$ and $f_{18}$.
the runtime of a representative set of eight functions, for the PRDE and the DE algorithms using 250,000 function evaluations and considering 50 dimensions.

From Figs. 7 to 10, the increase in usable iterations granted by the reduction in population is very significant. From the 5000 iterations used by the DE algorithm to reach 250,000 function evaluations with a population of 50 search agents, the PR-DE algorithm manages to fit more than 20,000 iterations in the same 250,000 function evaluations. Notwithstanding this, a thorough analysis of the graphs shows that the diversity curves are almost the same, only being compressed by the increase in iterations. This can be easily seen in the Infinity function shown in Fig. 7, or the Hybrid2 function shown in Fig. 9, where both the PR-DE and the original DE algorithm follow the same curve to reach almost zero diversity at the iteration 200. This is because the Population

Reduction technique only takes place after the diversity reaches a small enough value determined by the targetPercent parameter.

## 6. Population reduction in other algorithms

To see how the Population Reduction technique can affect other metaheuristic algorithms, the MPADE, CMAES and JADE algorithms were also modified. Utilizing the same representative set of functions used in the previous experiment operated in 50 dimensions, with 30 independent runs each. For the first two algorithms, the Population Reduction was configured exactly as with the PR-DE algorithm, in the other hand, for the JADE algorithm it required an adjustment in the targetPercent parameter, from a value of 2 to a value of 0.4 , because we noted that it was


Fig. 5. Convergence curves for hybrid functions $f_{20}$ and $f_{21}$.


Fig. 6. Convergence curves for shifted functions $f_{25}$ and $f_{27}$.
reducing the population too early, causing it to not reach the zone with the global minimum. The Table 14 shows the results.

This table shows a great improvement in the MPADE and CMAES algorithms, but a milder improvement in the JADE algorithm. We speculate this is caused by an inefficiency of its explorative operator, and a limitation on its exploitative capabilities. The first can be deduced by the need to reduce the targetPercent parameter, meaning it needs more iterations before it reaches the global minimum area compared to the other two algorithms. The second can be seen in the mild improvement in precision gained by the extra function evaluations, compared to the other two algorithms that managed to efficiently use the extra function evaluations to great results.

## 7. Engineering optimization problems

To assess the PR-DE optimization technique performance further, a few interplanetary trajectory design problems were solved Cassini 1 Multiple gravity assist (MGA) problems, and SAGAS Multiple gravity-assists with one deep space maneuver (MGA1DSM) problem [59-61]. These are represented as functions $f_{b 1}$ and $f_{b 2}$ respectively. More details on both problems can be found on Appendix B.

As these are highly complex optimization problems, the difficulty increased so much that the PR-DE parameters had to be adjusted so that the population reduction actually took place during the runtime. Specifically, the targetDiv was set to 50 , because
the previously used value of 2 was never reached. The rest of the algorithms are configured as previously disclosed. The stop criterion was set to 50,000 function evaluations. The experiments are run 10 independent times.

The results are classified as Worst and Best-found solution, the average best-found solutions of the 10 runs $\mathbf{A B}$, and the standard deviation SD. These results can be observed in Table 15. The best solutions obtained in each interplanetary trajectory design problem are highlighted in boldface. From all the algorithms in the comparison, the proposed method managed to find the best solution to both problems. Not only that, but it also obtained the best average solution considering 10 independent runs in the two problems.

The best set of design variables found are listed in Table 16. These are the parameter configurations for the best solutions found by the PR-DE algorithm over all independent runs for the Cassini 1 MGA problem and the SAGAS MGA-1DSM problem.

## 8. Conclusions and future work

Understanding the amount of time an algorithm spends on exploitation, and how its population of search agents varies in diversity through the runtime, allowed us to develop a way to manage that population to improve efficiency and performance of metaheuristic algorithms. The proposed modifications to the DE algorithm, tested in a set of 29 optimization functions and


Fig. 7. Population diversity through iterations for multimodal functions $f_{3}$ and $f_{13}$.

Table 14
Comparison results for modified MPADE, CMAES and JADE.

| Function |  | PR-MPADE | MPADE | PR-CMAES | CMAES | PR-JADE | JADE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{3}$ | AB | 2.43E-149 | $2.72 \mathrm{E}-120$ | 0.00E+00 | $5.70 \mathrm{E}-81$ | $1.35 \mathrm{E}-26$ | 1.25E-29 |
|  | MD | $1.47 \mathrm{E}-155$ | $2.17 \mathrm{E}-125$ | $0.00 \mathrm{E}+00$ | $1.14 \mathrm{E}-81$ | 1.67E-38 | 6.61E-35 |
|  | SD | $1.33 \mathrm{E}-148$ | $1.49 \mathrm{E}-119$ | $0.00 \mathrm{E}+00$ | $1.11 \mathrm{E}-80$ | 7.39E-26 | 4.69E-29 |
| $f_{13}$ | AB | 1.44E-27 | 7.32E-13 | 2.38E-22 | $2.79 \mathrm{E}+38$ | 8.74E-01 | $9.27 \mathrm{E}-01$ |
|  | MD | 3.56E-34 | $9.75 \mathrm{E}-16$ | $1.79 \mathrm{E}-26$ | $2.19 \mathrm{E}-09$ | 7.29E-01 | $8.72 \mathrm{E}-01$ |
|  | SD | $6.71 \mathrm{E}-27$ | 3.30E-12 | 9.57E-22 | $1.53 \mathrm{E}+39$ | 7.27E-01 | 7.72E-01 |
| $f_{15}$ | AB | $1.09 \mathrm{E}-93$ | $1.13 \mathrm{E}-43$ | $4.42 \mathrm{E}-214$ | $3.61 \mathrm{E}-24$ | 7.39E-09 | 1.02E-07 |
|  | MD | $1.66 \mathrm{E}-95$ | 4.37E-44 | $3.17 \mathrm{E}-217$ | 2.82E-24 | $5.57 \mathrm{E}-09$ | $4.69 \mathrm{E}-14$ |
|  | SD | 3.59E-93 | $2.74 \mathrm{E}-43$ | 0.00E +00 | $2.66 \mathrm{E}-24$ | 8.59E-09 | $4.61 \mathrm{E}-07$ |
| $f_{18}$ | AB | 8.61E-94 | $2.47 \mathrm{E}-45$ | 7.16E-278 | $6.31 \mathrm{E}-28$ | 1.88E-10 | $4.98 \mathrm{E}-10$ |
|  | MD | 1.37E-96 | 5.36E-46 | 7.70E-279 | $4.30 \mathrm{E}-28$ | $6.05 \mathrm{E}-11$ | 6.31E-15 |
|  | SD | 2.94E-93 | $5.32 \mathrm{E}-45$ | $0.00 \mathrm{E}+00$ | $5.74 \mathrm{E}-28$ | 2.80E-10 | 1.76E-09 |
| $f_{20}$ | AB | 6.67E-44 | 5.12E-25 | $2.04 \mathrm{E}-24$ | $2.99 \mathrm{E}+02$ | 7.57E-04 | $2.77 \mathrm{E}-03$ |
|  | MD | 2.02E-48 | 3.13E-25 | 3.04E-31 | $1.14 \mathrm{E}-11$ | 1.38E-05 | $5.55 \mathrm{E}-05$ |
|  | SD | 3.56E-43 | 7.64E-25 | 1.08E-23 | $1.64 \mathrm{E}+03$ | 2.69E-03 | 8.72E-03 |
| $f_{21}$ | AB | $5.59 \mathrm{E}+01$ | $5.83 \mathrm{E}+01$ | $6.01 \mathrm{E}+01$ | $4.90 \mathrm{E}+01$ | $4.91 \mathrm{E}+01$ | $5.04 \mathrm{E}+01$ |
|  | MD | $5.67 \mathrm{E}+01$ | $5.69 \mathrm{E}+01$ | $5.73 \mathrm{E}+01$ | $4.90 \mathrm{E}+01$ | $4.90 \mathrm{E}+01$ | $4.91 \mathrm{E}+01$ |
|  | SD | 8.06E +00 | $1.16 \mathrm{E}+01$ | $9.67 \mathrm{E}+00$ | 2.34E-14 | 5.21E-02 | $5.86 \mathrm{E}+00$ |
| $f_{25}$ | AB | 2.92E-28 | 2.64E-28 | 6.62E-27 | $4.20 \mathrm{E}-24$ | 8.96E-09 | $3.69 \mathrm{E}-07$ |
|  | MD | 1.14E-28 | 2.08E-28 | 6.53E-27 | $2.75 \mathrm{E}-24$ | $2.15 \mathrm{E}-09$ | 5.26E-11 |
|  | SD | $4.41 \mathrm{E}-28$ | 2.29E-28 | 1.53E-27 | $3.96 \mathrm{E}-24$ | 1.48E-08 | $1.77 \mathrm{E}-06$ |
| $f_{27}$ | AB | 1.54E-15 | $6.92 \mathrm{E}-13$ | $1.04 \mathrm{E}-13$ | $7.26 \mathrm{E}-06$ | 7.56E-01 | 7.32E-01 |
|  | MD | $0.00 \mathrm{E}+00$ | $3.91 \mathrm{E}-14$ | $1.03 \mathrm{E}-13$ | $3.93 \mathrm{E}-09$ | 6.80E-01 | 5.09E-01 |
|  | SD | 2.59E-15 | $2.12 \mathrm{E}-12$ | 1.24E-14 | $2.98 \mathrm{E}-05$ | 5.08E-01 | $6.35 \mathrm{E}-01$ |

two interplanetary trajectory design problems, demonstrated the improvement that could be gained by this knowledge.

For future work, we can see plenty of existent metaheuristic algorithms being improved by considering the management of


Fig. 8. Population diversity through iterations for unimodal functions $f_{15}$ and $f_{18}$.

Table 15
Comparison results for real-world optimization problems.

| Function |  | PR-DE | DE | JADE | LSHADE | MPADE | ABC | CMA-ES | CSA | FA | MFO | PSO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{b 1}$ | Worst | 15.6779 | 12.4913 | 19.7594 | 12.5420 | 19.2863 | 18.7378 | 67.2880 | $1.00 \mathrm{E}+300$ | 17.4758 | 16.2581 | 17.5126 |
|  | Best | 4.9469 | 6.5565 | 7.6197 | 5.3034 | 8.4367 | 11.0807 | 6.0736 | $1.00 \mathrm{E}+300$ | 5.7383 | 5.8051 | 5.3215 |
|  | AB | $1.01 \mathrm{E}+01$ | $1.02 \mathrm{E}+01$ | $1.33 \mathrm{E}+01$ | $1.11 \mathrm{E}+01$ | $1.30 \mathrm{E}+01$ | $1.34 \mathrm{E}+01$ | $2.44 \mathrm{E}+01$ | $1.00 \mathrm{E}+300$ | $1.07 \mathrm{E}+01$ | $1.18 \mathrm{E}+01$ | $1.30 \mathrm{E}+01$ |
|  | SD | $3.25 \mathrm{E}+00$ | $2.46 \mathrm{E}+00$ | $3.72 \mathrm{E}+00$ | $2.16 \mathrm{E}+00$ | $3.25 \mathrm{E}+00$ | $2.81 \mathrm{E}+00$ | $1.76 \mathrm{E}+01$ | $6.55 \mathrm{E}+04$ | $3.77 \mathrm{E}+00$ | $2.84 \mathrm{E}+00$ | $3.90 \mathrm{E}+00$ |
| $f_{b 2}$ | Worst | 970.3143 | 965.3539 | 988.4494 | 970.1247 | 1797.5000 | 1438.5347 | 2595.1637 | $1.00 \mathrm{E}+300$ | 1075.5217 | 1445.8037 | 1234.9320 |
|  | Best | 153.8810 | 302.2681 | 614.0207 | 932.5844 | 1541.5000 | 938.1555 | 1584.7795 | $1.00 \mathrm{E}+300$ | 345.8496 | 943.5670 | 376.3301 |
|  | AB | 8.19E+02 | $8.28 \mathrm{E}+02$ | $8.93 \mathrm{E}+02$ | $9.56 \mathrm{E}+02$ | $1.68 \mathrm{E}+03$ | $1.08 \mathrm{E}+03$ | $1.90 \mathrm{E}+03$ | $1.00 \mathrm{E}+300$ | $9.14 \mathrm{E}+02$ | $1.04 \mathrm{E}+03$ | $9.72 \mathrm{E}+02$ |
|  | SD | $2.75 \mathrm{E}+02$ | $2.18 \mathrm{E}+02$ | $1.44 \mathrm{E}+02$ | $1.85 \mathrm{E}+01$ | $9.10 \mathrm{E}+01$ | $1.37 \mathrm{E}+02$ | $3.50 \mathrm{E}+02$ | $6.55 \mathrm{E}+04$ | $2.03 \mathrm{E}+02$ | $1.46 \mathrm{E}+02$ | $2.33 \mathrm{E}+02$ |

Table 16
Best parameter configuration for design variables obtained.

| Function | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $x_{9}$ | $x_{10}$ | $x_{11}$ | $x_{12}$ | $f_{b}(x)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $f_{b 1}$ | -791.7952 | 159.6270 | 449.3858 | 55.1084 | 1014.9610 | 4536.5152 |  |  |  |  |  |  |  |
| $f_{b 2}$ | 7017.0389 | 5.6896 | 1.0000 | 0.7011 | 787.1138 | 645.7802 | 0.4642 | 0.2355 | 1.0500 | 16.7804 | -1.5818 | 1.5977 | $\mathbf{1 5 3 . 8 8 1}$ |

the population presented in this paper. Another area for improvement could be a way to adaptatively set the parameters according to the evolution of the balance between exploration and exploitation during the optimization process, or a way to progressively reduce the population through the optimization process until a threshold is reached, instead of reducing it only one time. Also, further research on how metaheuristic algorithms work should be done. As already demonstrated, a better understanding on the inside mechanics that govern these optimization algorithms allows us to develop better performing methodologies.
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Fig. 9. Population diversity through iterations for hybrid functions $f_{20}$ and $f_{21}$.

Table A. 1
Multimodal test benchmark functions considered in the experiments.

| $f_{i}$ | Function | Equation | Bounds | Dim | Optimum |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | Ackley | $f(x)=-20 e^{-0.2 \sqrt{\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}}}-e^{\frac{1}{n} \sum_{i=1}^{n} \cos \left(2 \pi x_{i}\right)}+20+e$ | $[-30,30]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & \mathbf{x}^{*}=(0, \ldots, 0) \end{aligned}$ |
| $f_{2}$ | Dixon Price | $f(x)=\left(x_{i}-1\right)^{2}+\sum_{i=2}^{n} i\left(2 x_{i}^{2}-x_{i-1}\right)^{2}$ | $[-10,10]^{n}$ | $n=30$ | $\begin{aligned} & \hline f\left(\mathbf{x}^{*}\right)=0 ; \\ & \mathbf{x}^{*}=2^{-\frac{2^{i}-2}{2^{i}}} \\ & \text { for } i=1, \ldots, n \end{aligned}$ |
| $f_{3}$ | Infinity | $f(x)=\sum_{i=1}^{n} x_{i}^{6}\left[\sin \left(\frac{1}{x_{\mathrm{i}}}\right)+2\right]$ | $[-1,1]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & \mathbf{x}^{*}=(0, \ldots, 0) \end{aligned}$ |
| $f_{4}$ | Levy | $\begin{aligned} & \begin{array}{l} f(x)=\cos 2\left(\pi w_{1}\right) \end{array} \begin{array}{l} +\sum_{i=1}^{n-1}\left(w_{i}-1\right)^{2}\left(1+10 \sin \pi w_{i}\right. \\ +1)+\left(w_{n}-1\right)^{2}(1 \\ \\ \left.+\sin ^{2} 2 \pi w_{n}\right) \end{array} \\ & \begin{array}{l} w_{i}=1+\left(\frac{x_{i}+1}{4}\right) \end{array} \end{aligned}$ | $[-10,10]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & \mathbf{x}^{*}=(1, \ldots, 1) \end{aligned}$ |
| $f_{5}$ | Mishra11 | $f(\mathbf{x})=\left[\frac{1}{n} \sum_{i=1}^{n}\left\|x_{i}\right\|-\left(\prod_{i=1}^{n}\left\|x_{i}\right\|\right)^{\frac{1}{n}}\right]^{2}$ | $[-10,10]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & \mathbf{x}^{*}=(0, \ldots, 0) \end{aligned}$ |
| $f_{6}$ | Multimodal | $f(x)=\sum_{i}^{n}\left\|x_{i}\right\| \times \prod_{i}^{n}\left\|x_{i}\right\|$ | $[-10,10]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & \mathbf{x}^{*}=(0, \ldots, 0) \end{aligned}$ |

(continued on next page)

## Appendix A

The following Tables contain detailed information on the optimization functions utilized throughout this work. The functions are separated by classification, multimodal (Table A.1), unimodal (Table A.2), hybrid (Table A.3) and shifted (Table A.4).

## Appendix B

## Cassini 1 design problem

The objective of the Cassini 1 spacecraft mission design problem is to determinate a possible trajectory that a spacecraft may take to travel from the Earth to Saturn, while minimizing the propellant required. The spacecraft is limited to only use thrust at planetary encounters. The considered planetary sequence is Earth

Table A. 1 (continued).

| $f_{i}$ | Function | Equation | Bounds | Dim | Optimum |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{7}$ | Perm2 | $f(x)=\sum_{k=1}^{n}\left\{\sum_{j}^{n}\left(j^{k}+\beta\right)\left[x_{j}^{k}-\frac{1}{j}\right]\right\}^{2}$ | $[-n, n]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 ; \\ & \mathbf{x}^{*}=(1,1 / 2, \ldots, 1 / n) \end{aligned}$ |
| $f_{8}$ | Plateau | $f(x)=30+\sum_{i=1}^{n}\left\|\left\lfloor x_{i}\right\rfloor\right\|$ | $[-5.12,5.12]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=30 \\ & \mathbf{x}^{*}=(0, \ldots, 0) \end{aligned}$ |
| $f_{9}$ | Qing | $f(x)=\sum_{i=1}^{n}\left(x_{i}{ }^{2}-1\right)^{2}$ | $[-500,500]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & x_{i}^{*}=( \pm \sqrt{i}) \\ & i=1,2, \ldots, n \end{aligned}$ |
| $f_{10}$ | Quartic | $f(x)=\sum_{i=1}^{n}\left\{\left(i x_{i}\right)^{4}+\operatorname{rand}[0,1)\right\}$ | $[-1.28,1.28]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & \mathbf{x}^{*}=(0, \ldots, 0) \end{aligned}$ |
| $f_{11}$ | Rosenbrock | $f(x)=\sum_{i=1}^{n-1}\left[100\left(x_{i+1}-x_{i}^{2}\right)^{2}+\left(x_{i}-1\right)^{2}\right]$ | $[-5,10]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & \mathbf{x}^{*}=(1, \ldots, 1) \end{aligned}$ |
| $f_{12}$ | Schwefel21 | $f(x)=\max \left\|x_{i}\right\|$ | $[-100,100]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & \mathbf{x}^{*}=(0, \ldots, 0) \end{aligned}$ |
| $f_{13}$ | Schwefel22 | $f(x)=\sum_{i=1}^{n}\left\|x_{i}\right\|+\prod_{i=1}^{n}\left\|x_{i}\right\|$ | $[-100,100]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & \mathbf{x}^{*}=(0, \ldots, 0) \end{aligned}$ |
| $f_{14}$ | Styblinski Tang | $f(x)=\frac{1}{2} \sum_{i=1}^{n}\left(x_{i}^{4}-16 x_{i}^{2}+5 x_{i}\right)$ | $[-5,5]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=-39.1659 n ; \\ & \mathbf{x}^{*}=(-2.90, \ldots, 2.90) \end{aligned}$ |



Fig. 10. Population diversity through iterations for shifted functions $f_{25}$ and $f_{27}$.

| $->$ Venus $->$ Venus $->$ Earth $->$ Jupiter $->$ Saturn. Important | Variable | Units | Lower limits | Upper limits |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | T0 | MJD2000 | -1000 | 0 |
| parameters of the mission are the pericenter radius of Saturn | T1 | Days | 30 | 400 |
|  | T2 | Days | 100 | 470 |
| (108,950 km), and its eccentricity value (0.98). | T3 | Days | 30 | 400 |
|  | T4 | Days | 400 | 2000 |
| This problem considers six design variables to optimize: | T5 | Days | 1000 | 6000 |
|  |  |  |  |  |

Table A. 2
Unimodal test benchmark functions considered in the experiments.

| $f_{i}$ | Function | Equation | Bounds | Dim |
| :--- | :--- | :--- | :--- | :--- |
| $f_{15}$ | Rothyp | $f(x)=\sum_{i=1}^{n} \sum_{j=1}^{i} x_{j}^{2}$ | $[-65.536,65.536]^{n}$ | $n=30$ |
| $f_{16}$ | Schwefel2 | $f(x)=\sum_{i=1}^{n}\left(\sum_{j=1}^{i} x_{i}\right)^{2}$ | $[-100,100]^{n}$ | $n=30$ |
| $f_{17}$ | Sphere | $f(x)=\sum_{i=1}^{n} x_{i}^{2}$ | $[-5,5]^{n}$ | $f\left(\mathbf{x}^{*}\right)=0 ;$ <br> $\mathbf{x}^{*}=(0, \ldots, 0)$ |
| $f_{18}$ | Sum Squares | $f(x)=\sum_{i=1}^{n} i x_{i}^{2}$ | $[-10,10]^{n}$ | $n=30$ |
| $f_{19}$ | Sum ofDifferent Powers | $f(x)=\sum_{i=1}^{n}\left\|x_{i}\right\|^{i+1}$ | $[-1,1]^{n}$ | $n=30$ |
| $\mathbf{x}^{*}=0, \ldots, 0$ |  |  |  |  |

Table A. 3
Hybrid test benchmark functions considered in the experiments.

| $f_{i}$ | Function | Equation | Bounds | Dim | Optimum |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $f_{20}$ | Hybrid1 | $f(x)=$ Rastringin + Schwefel22 + Sphere | $[-100,100]^{n}$ | $n=30$ | $f\left(\mathbf{x}^{*}\right)=0 ;$ <br> $\mathbf{x}^{*}=(0, \ldots, 0)$ |
| $f_{21}$ | Hybrid2 | $f(x)=$ Griewank + Rastringin + Rosenbrock | $[-100,100]^{n}$ | $n=30$ | $f\left(\mathbf{x}^{*}\right)=n-1 ;$ <br> $\mathbf{x}^{*}=(0, \ldots, 0)$ |
| $f_{22}$ | Hybrid4 | $f(x)=$ Ackely + Griewank+ Rastringin + Rosenbrock+Schwefel22 | $[-100,100]^{n}$ | $n=30$ | $f\left(\mathbf{x}^{*}\right)=n-1 ;$ <br> $\mathbf{x}^{*}=(0, \ldots, 0)$ |

Table A. 4
Shifted test benchmark functions considered in the experiments.

| $f_{i}$ | Function | Equation | Bounds | Dim | Optimum |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{23}$ | Shifted Ackley | $f(x)=-20 e^{-0.2 \sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-10\right)^{2}}}-e^{\frac{1}{n} \sum_{i=1}^{n} \cos \left(2 \pi\left(X_{i}-10\right)\right)}+20+e$ | $[-20,40]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 ; \\ & \mathbf{x}^{*}=(10, \ldots, 10) \end{aligned}$ |
| $f_{24}$ | Shifted Rosenbrock | $\begin{aligned} f(x)=\sum_{i=1}^{n-1}[ & 100\left(\left(x_{i+1}-100\right)-\left(x_{i}-100\right)^{2}\right)^{2} \\ & \left.+\left(\left(x_{i}-100\right)-1\right)^{2}\right] \end{aligned}$ | $[96,111]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & \mathbf{x}^{*}=(101, \ldots, 101) \end{aligned}$ |
| $f_{25}$ | Shifted Rothyp | $f(x)=\sum_{i=1}^{n} \sum_{j=1}^{i}\left(x_{j}-20\right)^{2}$ | $\begin{gathered} {\left[-45.536,^{n}\right.} \\ 85.536] \end{gathered}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & \mathbf{x}^{*}=(20, \ldots, 20) \end{aligned}$ |
| $f_{26}$ | Shifted Schwefel2 | $f(x)=\sum_{i=1}^{n}\left(\sum_{j=1}^{i}\left(x_{i}-100\right)\right)^{2}$ | [0, 200] ${ }^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & \mathbf{x}^{*}=(100, \ldots, 100) \end{aligned}$ |
| $f_{27}$ | Shifted Schwefel22 | $f(x)=\sum_{i=1}^{n}\left\|\left(x_{i}-25\right)\right\|+\prod_{i=1}^{n}\left\|\left(x_{i}-25\right)\right\|$ | $[-75,125]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & \mathbf{x}^{*}=(25, \ldots, 25) \end{aligned}$ |
| $f_{28}$ | Shifted sphere | $f(x)=\sum_{i=1}^{n}\left(x_{i}-20\right)^{2}$ | [14.88, 25.12] ${ }^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & \mathbf{x}^{*}=(20, \ldots, 20) \end{aligned}$ |
| $f_{29}$ | Shifted Sum2 | $f(x)=\sum_{i=1}^{n} i\left(x_{i}-30\right)^{2}$ | $[20,40]^{n}$ | $n=30$ | $\begin{aligned} & f\left(\mathbf{x}^{*}\right)=0 \\ & \mathbf{x}^{*}=(30, \ldots, 30) \end{aligned}$ |

The constraints for the fly-by pericenters of the considered planetary sequence are:

Radius pericenter $1>6351.8 \mathrm{~km}$
Radius pericenter $2>6351.8 \mathrm{~km}$
Radius pericenter $3>6778.1 \mathrm{~km}$
Radius pericenter $4>671,492 \mathrm{~km}$

## SAGAS design problem

The objective of the SAGAS spacecraft mission design problem is to do a deltaV-EGA maneuver to reach a fly-by with Jupiter in 50 astronomical units (AU). Unlike the Cassini 1 design problem, the spacecraft thrusts are not limited and can be used at any point of each trajectory section. The objective function considered is the minimization of the overall mission length.

This problem considers 12 design variables to optimize:

| Variable | Units | Lower limits | Upper limits |
| :--- | :--- | :--- | :--- |
| T0 | MJD2000 | 7000 | 9100 |
| VINF | $\mathrm{km} / \mathrm{s}$ | 0 | 7 |
| U | n/a | 0 | 1 |
| V | n/a | 0 | 1 |
| T1 | days | 50 | 2000 |
| T2 | days | 300 | 2000 |
| ETA1 | n/a | 0.01 | 0.9 |
| ETA2 | n/a | 0.01 | 0.9 |
| RP1 | n/a | 1.05 | 7 |
| RP2 | n/a | 8 | 500 |
| BINCL1 | rad | -Pi | Pi |
| BINCL2 | rad | -Pi | Pi |

The constraints deal with the limited fuel capacity, and the launcher performance:
deltaV1 + deltaV2 $<1.782$
deltaV $=$ deltaV1 + delta $\mathrm{V} 2+$ delta VInfinity $<6.782 \mathrm{~km} / \mathrm{s}$
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